Topology on metric spaces and

normed spaces Rixt 2B 2 i) E2 A &F 22 R AV FR 5%

2.1 Elementary notions —a B
In the first section, we start with metric spaces and normed spaces, on which we will define the notion of HE—=5 > RSN RETHEBSTENESEE > YR I EESIRENES -
topology.
2.1.1 Metric spaces, normed spaces, and examples $—/&5 BRXFEZERY - BXEEZER] - &5
Definition 2.1.1: Given a set M. We say that a function d : M x M — R is a distance or metric (EE EE21.1 : BEEE M EXRE d: M x M — RmeE FIMES - BIFRMRMBZMEE M £BY
Af) on M if #hAE (distance or metric) ©
(i) (Positive definiteness) d(z,y) > 0 with equality if and only if x = y. ) [EEH] daz,y) >0 BERHTEAME -y o

if) (Symmetry) d(z, y) = d(y, =) for all ,y € M.
() Symmetry) d(,y) = dly, ) forall 2.y € () [SFBE] d(r.y) = d(y. o) SRFE 1.y € M -

(ili) (Triangle inequality) d(z, z) < d(z,y) + d(y, z) forall z, y, z € M.
(i) [EBFRFR] d(z,2) <d(z,y) +dy,2) BRAB 2y, 2 € M ©

We also say that (M, d) is a metric space (RREEZE) if d is a distance on M.

Ed2E M _ERVEEEE - AL (M, d) 2EBEEZEM (metric space) ©

Example 2.1.2: Below we give a few common examples of metric spaces. ‘ i 2.1.2 : TESLEE ENEREZRINGF o
(1) On R, the function d(z,y) = |x — y| is a distance. (1) R £ B d(z,y) = |z — y| SfEEERE -
(2) On R", we may define the following Euclidean distance (ERECEERf), () TR £ » FOIRBFEERK IR (Buclidean distance)
d(z,y) = \/|x1 — P+ A+ —yal? 2,y R d(z,y) = \/Ix1 —yilP A lzn —ynl? zy €R™

(3) On R", the following functions are distances.

(3) ER" £ > TFIRBEBEEERE
dl(xvy) - |$1 - yl‘ +ooet |xn - yn’v

doo(z,y) = max{|x1 — y1|,. .., |Tn — ynl}. di(z,y) = [z1 —y1| + - + |20 — ynl,

doo(xay) = ma‘X{’xl - yl‘a R |$n - ynl}
(4) For any nonempty set M, define
(4) BNESIEZEEE M - HfIER

0 ifx=y
d(z,y) = . ’
(z,9) {1 ifx #y. 0 Br—y,
o dwy) =1 | =
This is called a discrete metric and (M, d) is called a discrete metric space (AERIAREEZEf]) . HrFy.

It R B A EREAOIERE (discrete metric) B (M, d) FBEBERUIREE 22/ (discrete metric space)
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Definition 2.1.3 : Let V be a vector space over a field K = R or C. Amap ||-|| : V — Ry is said to
be a normon V if

(i) (Positive definiteness) ||z|| = 0 if and only if z = 0.
(i) (Homogeneity) For every A € K and x € V, we have | Az|| = || [|z]].
(iii) (Triangle inequality) For any z,y € V, we have ||z + y| < [|z|| + ||y]|.

If ||-|| is a norm on V, then we say that (V, ||-||) is a normed vector space (RHEIMEZEME), or a normed
space (FREBZEM) .

E#213 1 SV A K - R % C_EAMRER o MEBRE |V o R, BRETIHEE
AR PIERMEEET V EBHE (norm) ©

() [EEM] |z| =0 FEBMEz=0°
Gy [BF9M] HRFAE ) cKkz eV TMAE |\z| = || ||z] °
(i) [(ZEAFRER] BREE 2,y eV BFE |z +y| < |z + |y||

& REEV EEE - BIEMER (V.|| SERETTEZ2ER (normed vector space) 3¢ &
HR#I 22 (normed space) ©

Example 2.1.4 : Given a normed space (V, ||-||), the map d(z,y) := || — y|| defines a distance on V/,
making (V, d) a metric space. Therefore, whenever we want to consider a normed space as a metric
space, we choose this distance by default.

gl 2.1.4 : HBREMEZR (V, |- » KB d(x,y) == ||z —y|| EFREV LAV - 2 (V,d) &
AMEEZER o At - ERFEESIEREGTEMEMEEZTEHEE - HAERNEEERLER -

Example 2.1.5: Below are some classical norms that we consider on R". For x = (z1,...,2,) € R",

define
n n
Il =D lals Nzl o= | Do lwil% Nzl = sup |z (2.1)
i=1 i=1 Isisn

You may check that the properties (1)-(3) in Definition 2.1.3 are satisfied.

gf) 215 @ TEHEREXRMEEEE R LAAEEBREH - BN o = (21,...,2,) € R" » Fff

E&E
n n
lolly =D laal, llally o= | D lwil®, o]l = sup a]. (2.1)
i=1 i=1 Isisn

EEAMBITREER 2.1.3 FHME (1)-0) BEERE °

Example 2.1.6 : The following spaces of real sequences are also normed spaces,

> lan| < oo},

n=>1

AR) = {a = (an)nz1 € RV : [lafly = [ |an]? < o0},
n=1

(®(R) := {a = (an)nz1 € RV : [|a], = sup|an| < 0o},
n>1

(Y(R) := {a = (an)nz1 € RY : [lall; :

86l 2.1.6 : THEHFIIFERBZERBEMEBZER

C(R) = {a = (an)nz1 € RV : [laly 1= D |an| < o0},

n=1

AR) = {a = (@n)nz1 € RV : flafly = [ |an]? < o0},
n>1

(> (R) = {a = (an)n>1 € RN : |lal|, = sup |a,| < oo}.
n>1

Example 2.1.7 : Given a set X and a normed vector space (V,||-|]|). Write B(X, V) for the set of
bounded functions from X to V, which can be checked to be a vector space. Then, we may equip
B(X, V) with the following norm,

[flloo :==sup [lf (), feBX,V).
rzeX

g0 21.7 1 BBEES X RBEEEZERE (V, |||) - RME B(X, V) RABER X 3V ERRH
FIBRMES » THEESHEEREZERM - HFIATUE B(X,V) LEER T :

[fllo :=sup [f(2)l,  feBX,V).
zeX
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Example 2.1.8 : Let a < b be two real numbers. Consider the space of continuous functions defined
on [a, b] with values in R, denoted by C([a, b], R). It is not hard to check that C([a, b],R) is a vector
space. We may equip the following vector subspaces with the corresponding norms,

b
L'(fa, b, B) = {F € C(la LB < ], = [ 17(0)]de < oo},

b
L3(ja, b, R) = {£ € Clla b B |1y = 1/ [ 1£()Pdt < oo},
£([a, b, R) := { f € C([a,b], R) : | ]l = sup |F()]]}.

tela,b]

$-F MHIEEZERAEMETERAIAE

g 218 : Da< b BMEBH - ZRHEMBE [0, b LEUETE R PREBRBFIBHRNES
C([a,b],R) » ZFIFHBREEZEMEZEM - RFIFTUE TENFREZEM[ L - EERFELHE
AYEEE

b
L'(fa, b, B) = {£ € C(la LB < [, = [ 17(0)]de < oo},

L*([a,b],R) :

{recanm:irl= [ 170pa <o),

£(a, b, R) == { f € C([a,b], R) : || ]l = s £l

Example 2.1.9 : On the vector space K[X] of polynomials with coefficients in a field K = R or C,
that is

N
KIX]={> a,X":a, €K,0<n < N,N >0}.
n=0
We may define the following norms on K[X].

(a) A polynomial P can be uniquely written as P = > > ; a,, X", where only finitely many terms
of (an)n>0 are nonzero. Then, we define

1Pl = lanl, [1Plly = [>_lan|?, and|[P|,, = max a,|.
n=0 n=0 =

(b) We are given real numbers a < b and see a polynomial P as a function ¢ — P(t) on [a, b]. Then,
we define

b b
1Pl = [ 1P@1as 1Pl = [ [TIP®P At and| Pl = max [P().

g8 2.1.9 : RAEZRAGRMEE K =R 5 C ENZER K[X] » WEE FFIEHH -

(2) ERZEN P AURME—RE P =302 an X" HFFS (a,)nz0 FREBIRIFFIE
7E > BZfiE&

1Pl = S lank 1Pl = ¥ laal, BIP] = masx o).
n>0 n>0 i
() BETHEES o < b LHEBER P RBIE [0,h] LR o P(1) - B - BAES

b b
1Pl = [ IP@1at 1Pl = [ 1POR BIPIL = max [P

Definition 2.1.10 : A Euclidean space (ERECZEfE) is a finite dimensional vector space V over R,
equipped with an inner product (R#&) (-,-) : V x V — R satisfying

(i) (Positive definiteness) (z, x) > 0 with equality if and only if 2z = 0.

(i) (Symmetry) (x,y) = (y,z) forall z,y € V.

(iii) (Linearity) (azx + by, z) = a{x, z) + b(y, z) for all a,b € Rand x,y,z € V.

EE 2.1.10 © BXICZEM (Euclidean space) @ fAE R LN EREEEREZRM V> LBEREE
WHE (inner product) (-,-) : V x V — R iR E FINEHE -

i) [EEM] (z,z) >0 BERHIIEBHE =00
(i) [HBM] (2,9) = (y,2) HRFAB 2,y cV o
i) [#@ME] (ax + by, 2) = alz, 2) + by, 2) BRFAB a,be R K 2,y,2€ V °

Example 2.1.11 : The vector space R" with the following inner product

n
(Ty) = mys, = (21,-.., ),y = Y1, yn) ER"
i=1
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&%l 2.1.11 @ BAULUEFEEZE[ R TEHEERRE :

n
(,y) =Yz, == (@1, 20),y = (Y1, yn) €R,
=1
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is a Euclidean space.

Proposition 2.1.12: Given a Euclidean space (V, (-, -)), we may define

|z|| = +/{z,x), VxeR". (2.2)

Then, ||-|| is a norm on V', which is the canonical norm on the Euclidean space V.

Proof : We only need to check that the function defined in (2.2) satisfies the triangular inequality. It is
a classical proof, see Exercise 2.5. |

In what follows, we will fix a metric space (M, d) and define several notions in this space. If you need
a concrete space to help you visualize, think of (1) or (2) in Example 2.1.2, but please bear in mind that
these notions can be made sense of in any abstract metric space (M, d). Also, some behaviors might be quite
different in a general metric space, for instance, look at the balls (defined below, also see Example 2.1.30) in
a discrete metric space such as (4) in Example 2.1.2.

Definition 2.1.13 : Given x € M and r > 0, we define

B(z,r)={y € M : d(z,y) < r},
B(a,r) ={y € M :d(z,y) <r},
S(z,r)={ye M :d(z,y) =r}.

We say that B(z,r) is the open ball (FAEK) centered at = of radius 7, B(x,r) is the closed ball (Ff
ER) centered at  of radius 7, and S(z, ) is the sphere (ERK%X) centered at z of radius r. If the set M
is equipped with different distances, we may write By(z, 1), By(x,7), or Sq(z,r) to specify the balls
are defined using the distance d.

Remark 2.1.14 : Note that we have B(x,r) U S(z,7) = B(z,r) for any z € M and r > 0. We also have
B(z,0) = @ and B(z,0) = {z} forany z € M.

Definition 2.1.15 : Given a nonempty subset A C M, we define its diameter (B1€) by

6(A) = sup d(z,y).
T,YyeA

And we say that A is bounded (BF}) if A = @ or §(A) < +o0. Otherwise, A is unbounded (#E&5R).
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fEfR A BRERZER] ©

iRl 2.1.12 : FREBERZER (V, () » HAITUER

|lz|| = \/(z,x), VzeR" (2.2)

Al ||| 2ME7E VvV LRV - WEENKZER £V _ERVTARERH -

2 RFIRFERE (2.2) PERNRERE=—AREFN < E2EEHFER  REE 25 -0

BETE RASEE—EEEZME (M, d) TEEZR—ERELZFEFIHRE - IRITFEEEREER
BB FERIZE(L - BIUAE RERA 2.1.2 (1) B (2) AIF » FABLENRE @ EEBLRTEETHRAEY
FREBZEME (M, d) PERRE R o IS - REMEE—REEZFEPEIFEFT—K - AINAIUEE
& 2.1.2 (4) PROBERAREEZER - WZEEFMEK RREER - LB REAH 2.130) EHEFR—KRHNT

EFE21.13 1 BEzecMEr>0 BT

B(z,r)={y e M : d(z,y) < r},
B(z,r)={y € M :d(z,y) <r},
S(x,r)={ye M :d(x,y) =r}.

MR Bz, r) REFOTE =z » FE&EH r BGIER (openball) » B(z,r) REFOIE v > F &SR r
BIBHER (closed ball) * S(z,r) BEFOTE © » F1E% r BIEKGR (sphere) © SIRES M #WHFZ
ERERVEERE » FMIRTLEE By(x, ) ~ Ba(z,r) X Sy(z, r) FRIBFAFAE BB S ETEERS d &
Yy o

A 2114 HRERE s e M KEr > 00 BME B(x,r) US(z,7) = B(z,r) ° kA HRER
v € M > Bt E B(z,0) = o Uk B(x,0) = {x} °

EE2.1.15 | QEIFETFES AC M EFTUERMIER (diameter)

6(A) = sup d(z,y).
z,y€A

R A= HE (A) < +oo * BIFHMR A RA N (bounded) B ° K2 » IR A BIES (un-
bounded) AY °
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Definition 2.1.16 : Given two nonempty subsets A and B of M, we define the distance between A
and B to be
d =i .
(4, B) = inf d(z,y)
yeB

We also define the distance between a point = and a subset A C M to be

d(z,A) =d({z},A) = ylgg d(z,y).

Remark 2.1.17 : The distance d, originally defined on the metric space (M, d), can be generalized to a map
d: (P(M)\{@})? =R

as we see in Definition 2.1.16. However, this map d does not define a distance on nonempty subsets
P(M)\{<} in the sense of Definition 2.1.1. For example, if we take (M, d) = (R,| - |), then d(A, B) = 0
for A = [0,2] and B = [1, 3] without having A = B. However, we may still call it a distance by abuse of
language.

2.1.2 Open sets and closed sets

Below, let us fix a metric space (M, d) and define open sets and closed sets on this space. The topology of
(M, d) is characterized by such sets.

Definition 2.1.18 : Given a subset A C M. We say that A is an open set (FI%E) or open in M if
A= or
Ve e A,3r >0 suchthat B(z,r) C A.

Example 2.1.19 : Below are a few examples of open sets.
(1) Open balls are open sets.

(2) Take (M,d) = (R, |-

), then the intervals (a, b) with —oo < @ < b < 00 are open sets.

(3) In a metric space (M, d), fix a subset A C M and r > 0. Then, the set
A ={ye M:d(y,A) <r}

is open for the following reason. Lety € A,, write ¢ = (r — d(y, A)) > 0. Then, for z €
B(y, ¢), the triangle inequality gives

Vee A, d(z,x) <d(z,y) +d(y,z) <e+d(y,x).

Last modified: 13:42 on Wednesday 23 October, 2024
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EFE21.16 @ REME M NWIEEFES AR B> RFIER A B B ZHEBVEERHRS

d(4, B) = inf d(z,y).
yeB

BPIBEEE R —ER « B —EFES A C M HUERES

d(z,A) =d({z},A) = ylgg d(z,y).

sEfE 2117 @ EEFE 2116 F - ZFIBERRAEREMEBZER (M, d) LRIEERE d AIUBHEES TE

d: (P(M)\{2})? = R.

AM > WEEK 211 NERKE © hRB J LEFSEIEEFES P(M)\{o} LHIEERE - G120 > MR
IR (M, d) = (R,|-|) BB A=1[0,2] & B = [1,3] B » TMB d(A,B) =0 BAIREHB A=DB-°
HESATOLE » RMSEALLEE - MHAIBMAEIErRRE -

BIE RARRME

RPERE IR (M, d) » L7 HIEHZoR L ABEREE o (M, d) HIIE RS E A
HhA o

EE21.18 I BEFERACM BA=0oH=2
Vze A, Ir>0 EE B(z,r) C A

AIFRMIER A B M PRIBAEE (open set) °

gl 2.1.19 ¢ TERS—LHENGTF -
(1) FEKEME -
(2) BL(M,d) = (R,|-]) » BIiE —c0o < a < b< oo NEM (a,b) BF%E °
3) EMREEZEM (M. d) F > BEFEE ACM UK r>0° AIKE

Ar={ye M:d(y,A) <r}

BIERASE - MPIRFBAEEUE - S yc A > WiLe = L(r—d(y,A) > 0 ° BIEHRER

BB © 2024 4F 10 A 23 H 13:42
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By taking the infimum over x € A in the above inequality, we find, for z € B(y, €) that,

d(z,A) = irelgd(z,x) <e+ ir€1£l d(y,z) =e+d(y,A) = L(r+d(y,A) <

That is, B(y, ) C A,.

Proposition 2.1.20 : Open sets in (M, d) satisfy the following properties.
(1) The empty set & and the whole space M are both open sets.
(2) Any union of open sets is still an open set.

(3) Any finite intersection of open sets is still an open set.

Proof :

(1) The empty set & is open by definition. The whole space M is open because for any point x € M
and any r > 0, we have B(x,r) C M.

(2) Let (A;)icr be a family of open sets in M and denote A = [J;c; A;. We want to show that A is
also open. Given x € A. By definition, we can choose ¢ € I such that x € A;. Since A; is open,
we may take r > 0 such that B(x,r) C A;. Therefore, we also have B(x,r) C A. In conclusion,
we are able to find an open ball centered at any point of A that is entirely contained in A, we
have shown that A is open.

(3) Let (A;)1<i<n be a finite family of open sets. Write A = ()i; A;, and we want to show that A
is also an open set. Given z € A. For every i = 1,...,n, we have x € A;, since A; is open, we
can find r; > 0 such that B(x,r;) C A;. Take r := min(ry,...,r,) > 0, then we can check that

B(z,r) C B(z,r;) C A;, which means that B(z,r) C A. -

Remark 2.1.21:1It is important to note that any intersection of open sets is not necessarily an open set. For

example, consider I,, = (—2, 1), which is open in R for n > 1, but
I:=()1,={0}
n=1

is clearly not an open set (in R).

Last modified: 13:42 on Wednesday 23" October, 2024
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z € B(y,¢) » HFIE=AFEFXTUFE
Vee A, d(z,z)<d(z,y)+dy, z) <e+d(y, x).
FELANFMAE 2 c ARRKTR @ QIBRHAE 2 € By, ¢) » HFERFE
d(z,A) = iggd(z,m) <e+ ;Ielg dly,z) =e+d(y,A) = 3(r +d(y,A)) <r.

HWERRIR - B(y.e) C A, ©

iRl 2.1.20 © (M, d) PHIBESERE FFI4E -
(1) ZZ&EE o REZTME M MEEekHE -
(2) EEZERENEETZRE
(3) BRZERENIETZRHE

B

(1) IBBEER ' F&ES o 2ERE - 2TH M U2ERE  AAHNRNEER 2+ c M REE
r>0ME Bx,r)C M-

@) B (A)icr 3 M PHNEEK LA = U A BMBERTHA A LEZEAMRE BT
v e A RIRER » FFIBENET) i € [ 1§ v € 4; - R A, RERE » HFIETUEL» > 0
6518 B(x,r) C A; ° ALt » HAIEE B(x,r) C A - #E5ER  HRERT A PR - K
FIRESTRBILUMt A ORIFIER - EREBRLEE A - EAR A BERE -

(3) B (A)1<icn ABEBERMBR - 58 A = N1, 4, > RAEEFRA A L2ERE - 167
re A BWRFAIBEMNi=1,....,n> BB z € A, - HR A, SERRE » ML » >0
18 B(x,7;) C A; o BUr := min(ry,...,7r,) > 0 BJFME B(x,r) C B(z,r;) C A; » BEE
B B(z,r) CA- 0

sEfE 2.1.21 @ ELEEMGED  RAINKRKZREREED - HEBRNEERER—EZERE - A
o HWRFIE n > 1 BPIBEHEE L, = (-1, 1) > BHfIMRE

n’n

I:=()1I.={0}

n>1

AT ZME (R HRY) RSk -
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Remark 2.1.22 : Given a set X, we say that a collection of (some) subsets 7 of X is a topology on X if
the properties in Proposition 2.1.20 are satisfied, where we replace “open set” by “element in X”. These
properties are considered as axioms of a topology. The elements in 7 are called open sets, and (X, 7) is called
a topological space. This generalization is compatible with what has been discussed above, since in the case of
a metric space M, the topology 7 simply contains all the subsets A satsfying Definition 2.1.18. We may also
note that, a set M equipped with two different distances d; and dy gives rise to different topological spaces.
They may also define the same topology, in the sense that a subset A C M is open in (M, d;) if and only if
it is open in (M, d3). We will see some examples in Example 2.3.4 and have a longer discussion in Section
2.5.4.

Definition 2.1.23 : Given A C M. We say that A is a closed set (BI%E) or closed in M if A = M\ A
is open.

Example 2.1.24 : Below are a few examples of closed sets.
(1) Closed balls are closed sets.

(2) In the metric space (M, d) = (R,] - |), the intervals [a, b] with —o0 < a < b < oo are closed
sets. However, the intervals [a, b) with —o0o < @ < b < oo are neither open nor closed.

(3) In a metric space (M, d), fix a subset A C M and r > 0. Then, the set
Ay ={yeM:d(y,A) <r}

is closed. Let y € M\A, and write ¢ = 1(d(y, A) — r). Then, we may show that B(y,e) C
M\A,.

Proposition 2.1.25 : Closed sets in (M, d) satisfy the following properties.
(1) The empty set & and the whole space M are both closed sets.

(2) Any finite union of closed sets is still a closed set.

(3) Any intersection of closed sets is still a closed set.

Proof : We actually have the same proofs as in Proposition 2.1.20 by noting that the complementary
of a closed set is an open set. O

Question 2.1.26: Is any union of closed sets still a closed set? If yes, please prove it; otherwise, please give
a counterexample.
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#2122 T MRESES X UKHA X (BB)) FEEGFBHRNES - & r mEanE 2.1.20 FHE
8 HhRfEfunssy M) #Bes TX FpycEl - BIFAIR - 2@ X EB9HEE (topology)
c BEMERBENANH - &8 r PHNTEBERSE > B (X, r) BIEOEEMN o EEERFA LR
EHRNANEHERY - ABEREZERE M B - RFIFEENHEE - mAEFREREER 2.1.18 FIF
FRFES A - HALEER > MRFEFAWFES M MEREBVER d & 4, fIFJEEEERL
FENBEERZER ; B tfIE2 AR ERLERNEERER SRRHRFESGACM XK
- BRMEEMTE (M, d,) 2FRE - AT (M, dy) PHERE - HFISESER 234 RE 254/ NETE
hEE—EHF -

EFE2123 I HEEAC M- IR A = M\ARERSE BIHMAR AZEE M P8
PAE (closed set) ©

gl 2.1.24 1 LT —LEAEMEER) -
(1) PAEKZRA%E

(2) TEREEZER (M,d) = (R, |- |) > HRER —0 <a < b < oo’ [&Eff [a,b] SFA%E - 74
o BRER —co<a<b< oo EF [a,0) BIFAEHE » hAZME -

3) ERREEZEM (M, d) > BEFEE ACM UKk r>0° AIES
Ar={yeM:d(y,A) <r}

EfERASE - By € M\A, X5 e = 3(d(y, A) —r) o BIFEFITTLEEEA B(y,e) C M\A4, °

fRE 2.1.25 £ (M, d) PHEERETIIME -
(1) Z&EE o REZEE M BERHAE -
(2) BFRZERKNBEMEME o
(3) ERZERENRENEHE

590H : FERREEARE 2.1.20 BUFERHMER - RARENEESERSE - 0

Faé

R 2.1.26 : Rk TERZERMENHENEME) BEEAE ?MRE @ FEPLLH ; ARAZ -
sarath—fER G -
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Chapter 2 Topology on metric spaces and normed spaces

2.1.3 Closure, interior, boundary

In the metric space (M, d), not all the subsets are necessarily open or closed, see Example 2.1.24 (2). Given
a subset A C M, we can define its closure (closed set), interior (open set), and boundary (difference between

them).

We start with the definition of closure and discuss some of its properties.

Definition 2.1.27 : Given a subset A of M, we denote by cl(A), or A, the closure (EA2) of A, which
is the smallest closed set containing A. In other words,

dA)=4:= [) G (2.3)
GDA

G is closed

Proposition 2.1.28 : A subset A is closed in M if and only if A = A.

Proof : We are given a subset A of M.

We first assume that A is closed. Using the definition given in Eq. (2.3), any subset G in the
intersection on the rh.s. contains A and we may also choose G = A. Therefore, it is clear that

the intersection gives A.

We assume that A = A. Since A is closed, A is also closed. .

Proposition 2.1.29: Let A C M and x € M. Then, the following properties are equivalent.
(1) = € A.
(2) Foralle > 0, there exists a € A such that d(a,x) < ; or alternatively, AN B(x,¢) # .
(3) d(xz,A) =0.

In other words, we may also write the closure A as

A={ye M :d(y,A) =0}.

Proof : We prove that (1) = (2) = (3) = (1).

« (1) = (2). Let z € A. Given € > 0, we want to find a € A such that d(a, ) < . Define
As :={ye M :d(y,A) <&}, Vé=0.

Since Aj is a closed set for any § > 0, and it contains A, by the definition of A, we deduce that

Last modified: 13:42 on Wednesday 23 October, 2024

$-F MHIEEZERAEMETERAIAE

S=/E BAE - k- B5R

EREZER (M, d) 7> FESUEFARRERERMASEWE - WEUEMETLLZ - HINEH
2124 (2) > MEFES AC M HATUERMAEAE IR B (FE) URER (WEM

=8) -
I ERAEIELR - LEERE/RM%THE -

EF2127 P BE M BFES A HHE ABPHE (closure) SBF cl(A) B A thREE AR
&=/\BA%E - BRAJEER - IR

dA)=4:= (] G (2.3)
GDA
G =&

MEd2128 I TABMBNFES HAME A=A Rl ARMAE-

B KBEMWNTFES A

#HFIfiRER A BRA% - EAEN 23) PHER  ERAEEARETHNFES G KEAES
A BEFIBEER G = A - KILEEIAM » XERERERZ A -

BiEFZR A=A BN AZHE  ALEIMAE - 0

WRE2129 ! DACM Raze M- THIHEHE:
(1) z€A-
@) HRFIE >0 B ac AFR d(a,x) <c; AR ANB(r,e) A2 °
3) d(z, A) =0-°

Ha)EEER » R LUERIE A B1F -

A={ye M :d(y,A) =0}.

2 RFIEZRR V=02 =>03)=>0"
()= Q) o FrcABE:e >0 BFIBERR ac AFE d(a,7) <e° &
As:={ye M :d(y,A) <5}, Vi=>0.

HRERER >0 FEE A 2EES ANBAE  RIBANER > RS 2 c 4;
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Chapter 2 Topology on metric spaces and normed spaces

x € Ag for any 6 > 0. By taking § = 5, we know that d(z, A) < §, that is, we may finda € A
such that d(a, z) < e.

« (2) = (3). Fixe > 0. By (2), we can find a € A with d(a,x) < e. Therefore, we have d(z, A) <
d(a,z) < e. Since € > 0 can be taken to be arbitrarily small, we conclude that d(x, A) = 0.

« (3) = (1). By contradiction, suppose that z ¢ A. Since (A)€ is open and contains =, we may find
y Pp P y

€ > 0 such that B(z,¢) C (A)°. This means that d(z,a) > ¢ for any a € A, which contradicts

with (3).
3) .

Example 2.1.30 : Below are some examples of closure.

(1) In a normed space (V, ||-]|), the closure of the centered unit open ball is the centered unit closed

ball, i.e.,

B(0,1) = B(0,1).
(2) If we consider M = {0, 1} with the discrete metric d(x,y) = 1,-,. Then, we have

B(z,1) € B(z,1), Ve e M.
Actually, B(z,1) = {x} is open and closed at the same time, implying that B(x,1) = B(x, 1).
However, the closed ball B(, 1) is the whole space M. This is still valid as long as we consider
a discrete metric space (M, d) given in Example 2.1.2 (4), where the set M contains more than
2 points.

(3) For (M,d) = (R, |-

), the closure of an open interval (a, b) with —oco < a < b < oo is [a, b].

Definition 2.1.31: A subset A of M is said to be dense (F&%) (in M)if A = M.

Remark 2.1.32 : To check whether a subset A is dense in M, we may use the property (2) or (3) in
Proposition 2.1.29.

Below is an interpretation of the density property in R.

Lemma 2.1.33: For (M,d) = (R, |-

), a subset A is dense if and only if (a,b) N A # & foralla < b.
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$-E HEERHHMEEERE

HWREE > 0806 =5 BAFE d(z,A) < 5 BHBREMEERD o« € A BB
d(a,z) <e-e

2= BEe > 0°RE Q) BMATUR) a € AWRE dla,z) < e ALt HMBE
d(z,A) < d(a,z) <e° BR e >0 FTBMER/)N » HFIMEF d(z, 4) =0

3= () EAREE BfIRR 2 ¢ A- BR (A)° REREEES « - BRI E

e > 01815 B(z,e) C (A)° - ERKRENRER a € A BB d(v,a) > ¢ 5 (3) IR
%’E ° 0

&iffl 2.1.30 : TEE—LHAEMNGIF o
(1) 7ERRERZER (V,|-|) & - EFEUMARNEBAESEFEMME - HHMER

B(0,1) = B(0,1).

2) EERMER M = {0,1} W FREBEERE d(v,y) = 1,4, * B

B(z,1) € B(z,1), Ve € M.

BERRIER - HfYEER B(2,1) = {«} ARZ2EREHLIERE - FIUFMIE B(2,1) =
B(z,1) ° A > BABK B(z,1) @2 RBEZHE M - ERMREZERESEVMEMNES
M BRFEH 2.1.2 (4) PRUBEAREERE - RUTEBRBUIEEZER (M, d) B - BLESRIDAMN

e .
AL °

(3) E(M,d)=(R,|-|) P> BN —c0c<a<b< oo FE (a,b) NEAER [a,b] °

EE2131 - EABMMWFES  BRaEA=M BE MR A (T M) %ﬂﬁ_"{j‘: (dense)
E’\J o

3% 2132 | BEREFES A BEE M RARER > HFIRTUFIA6E 2.1.20 PRI (2) T (3) °

BFIEREME R PEREAR -

5132133 : £ (M,d) = R,|-|) P EEMEEHREFAB o <b HME (a,b))N A+ o BIF
£8 ARAEN -
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Chapter 2 Topology on metric spaces and normed spaces

Proof: Let us first assume that A is dense in R, thatis A = R. Leta < b,z = 3 (a+b) ande = $(b—a).
Then, (a,b) N A = B(z,&) N A, which is nonempty by (2) of Proposition 2.1.29

Let A be a subset of R such that AN (a, b) is nonempty for all a < b. Given x € R, we want to show
that # € A. For any € > 0, take a = v — e and b = x + ¢, since (a,b) N A = B(x,&) N A is nonempty
by assumption, by (2) of Proposition 2.1.29, we deduce that z € A. (]

Example 2.1.34 : Both the set of rationals Q and the set of irrationals R\Q are dense in R, i.e. Q =
R\Q =R.

Next, we define the notion of interior points and interior of a set. We will see that it is quite similar to the
notion of closure (after taking the complement).

Definition 2.1.35:Let A C M and # € A. We call x an interior point (M%) of A if there exists
e > O such that z € B(z,¢) C A.

Definition 2.1.36 : Given a subset A of M, we denote by int(A), or fi, the interior (FA#%) of A,
which is the largest open set contained in A. In other words,

int(A)=A:= |J G. (2.4)
GCA
G is'open

Proposition 2.1.37 : Given a subset A of M. Then, int(A) contains exactly the interior points of A.

Proof : Let x € A be an interior point of A. By Definition 2.1.35, we may find € > 0 such that
x € B(z,e) C A. It means that B(x,¢) is an element in the union on the r.h.s. of Eq. (2.4). Therefore,
x € B(x,e) Cint(A).

Given x € int(A), by definition, there exists an open set G C A with x € G. Since G is open, by
Definition 2.1.18, there exists ¢ > 0 such that the open ball B(x, ¢) contains x. O

Proposition 2.1.38 : A subset A is open in M if and only lfA = A.

Proof : The proof is similar to that of Proposition 2.1.28. |
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SEEA I MR ATERDPEREN BB A=R-Da<b z=1L(a+tb) Re=3(b—a)°
A (a,b) N A = B(z,e) N A 1RIFENEE 2.1.29 (2) BEIFZEES -
BARBRRVFEGWEHRAB a < b’ & AN (a,b) FFZE - #5TE = € R » HMIBEEHA
r €A HNRER >0 Ba=2—-cRb=a+c> HR (a,b)N A= B(z,¢) N A BRIBRERAIE
ZE > tanRE 2.1.29 PR () IR v c A O

g 2134 1 R FEHES Q REEHES R\Q EEHEN  UHERQ=R\Q =
R o

B RAIEENRURBROEE  HATUED  SEH2 (KR REaEIFEMEN
By o

2135 I FACMRrc A MNREFEe>0E Rz B(r,e) CARIEMRZ AN
P& (interior point) ©

EE 2136 - MEMWBWFES A FMBA E’\Jfﬂﬁ (interior) 5B1E int(A) 3K A h2EETE
A PR KRR - #05ER - HME

int(A)=4:= |J G (2.4)
GCA
G RFR%E

Rl 2.1.37 © #AE M BIFES A - Bl int(A) BB A BIRREFTIER ©

EH D AR ANRE - RIBER 2135 » BFIRTLIXE e > 081G 2 € B(z,e) C A~
RRE » Bz, e) B 2.4) GRBKEFNTTERZ— < Bt » FfIE 2 € B(z,¢) Cint(4) °

fEE » € int(A) » RIBER  FERAEGCCARME v € G- HR G EM%  EZK 2.1.18 &K
FISH - FE e > 0 EFHIK B(z,c) B 2 o a

b

WRE2138  DABMMNTES -EEMEBE A=A B ARBEE -

sGRH : tkEEPA AR 2.1.28 BYFHEAMRIL - O
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Chapter 2 Topology on metric spaces and normed spaces F£T5 A7 B A &0 2 RV

Example 2.1.39 : Below are some examples of interior. Bl 2.1.39 : TEHE—LERAKAES -
(1) In a normed space (V/, ||-||), the interior of the centered unit closed ball is the centered unit open (1) TEEREEZERT (V. ||-|) & » BPEMEKNESE 2B hEMRR - tER
ball, i.e., 4 ) = ]
However, in a general metric space, this equality might not hold anymore, see Example 2.1.30
(2) for a similar phenomenon. AT » TE—ARBVBREEZERIP » FXRMERLIL - [BAZEEF] 2.1.30 (2) FBLL -
(2) We do not necessarily h%vej = A. For example, take (M, d) = (R,|-|)and A = (0,1)U(1,2). 2 BfHFr—TF A=A flan s EE (M,d) = (R,|-]) & A= (0,1)u (1,2) » BIFEMB
We find A = [0,2] and A = (0,2) # A. A=100,2]1BA=(0,2)#A°
(3) For (M,d) = (R, |- |), the interior of a closed interval (a, b) with —co < a < b < 0o is (a, b). G) £ (M,d)=R,|-|)F» HR -0 <a<b< oo FRRM (a,b) WERKER (a,b) °
(4) For (M,d) = (R, | -|), the interior of Q or R\Q is &. @) 7 (M,d) = (R,|- ) B » Q HE R\Q WEIHE & -
Proposition 2.1.40 : Given a subset A C M, we have Rl 2.140 : MEFES AC M AIFMBE
int(A) = M\ cl(M\A) and cl(A) = M\ int(M\A). int(4) = M\ cl(M\A) MUK cl(4) = M\ int(M\A).
Proof : By symmetry, it is only sufficient to show int(A) = M\ cl(M\A) for any subset A C M. Let S5 : IBIEEEN  RAREEZHENFEFES A C M » HME int(A) = M\ cl(M\A) Bl
A C M. We are going to prove using directly Eq. (2.3) and Eq. (2.4). We write e AC Mo BAEEFERR (23) B (2.4) BHES - 55
M\int(A)zM\( U G) = ) (M\G) M\int(A)zM\< U G) = (1 (NG
GCA Gca GCA GCA
G is open G is open o A& G AEE
= [ (MG= (] F=dM\A). = N MG = (| F=dM\A).
M\G2M\A FIM\A M\GDM\ A FOM\A
G is open F is closed 0 G BREE F BEE O
Definition 2.1.41: Given a subset A of M, we define the boundary (G25%) of A as A := A\ A. EFE2.141 1 BE M BNFES A HIHE ABVESR (boundary) EERM 0A := A\A °
Example 2.1.42: &l 2.1.42 :
(1) For (M,d) = (R,‘ . ’) and A = [0,1),then6‘A: {0,1}. (1) = (M,d) = (R, ]| -]) B A= [071) » Bl 9A = {0,1} °
2) For (M, d) = (R?, |- dA=[0,1 0}, then0A = [0,1 0}. .
@ for (&) = ([ and A =10, < {0}, then 04 = [0, 1] x 10) @ B (M) = (B[ R A=[0.1)x {0} - Bl 0A=[0,1] x {0}

2.2 Adherent points and accumulation points = MiEEL R ERRE
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Chapter 2 Topology on metric spaces and normed spaces

2.2.1 In general metric spaces

Definition 2.2.1: Given a subset A of M and x € M.
(1) We say that x is an adherent point (f1Z®5) of A if for any £ > 0,
B(z,e)NA# o.
We write Adh(A) for the set of adhrent points of A.
(2) We say that x is an accumulation point (FEZXE) of A if for any ¢ > 0,
B(z,e)NA# @ and B(z,e)NA#{zx}.
We write Acc(A) for the set of accumulation points of A.
(3) We say that x is an isolated point (FN1L%k) of A if there exists ¢ > 0 such that
B(z,e) N A = {x}.

We write Iso(A) for the set of isolated points of A.

Remark 2.2.2 : From the definition above, we note that
(1) The set of adherent points is exactly the closure, that is Adh(A4) = A4, see Proposition 2.1.29.

(2) The set of adherent points can be written as the disjoin union of the two other sets, i.e., Adh(A)
Acc(A) UIso(A);
(3) Aisdensein M if and only if all the points in M are adherent points of A, or Adh(A) = M.

$-E HEERHHMEEERE

B—E E—ARRIIEEEZE R

EE221 I MEMBFESAUR e M-

(1) RHIRFAB « > 0 KB
B(zx,e)NA+# @,
RFAFIER « B A BUFHE RS (adherent point) ° BeffHE A PHIERBMBVESECIF Adh(A) ©
2) tNRBMEFE c > 0 EME
B(z,e)NA#2 B Blz,e)NA# {2},

BJFMIER » @ A BIBERRS (accumulation point) ° FPIIE A FEREBHNE SR (E
Acc(A) °

3) MIREFE c > 0 15
B(z,e)N A = {z},

RUFLFIER = 2 A BIPRNLES (isolated point) © FefFIHE A RINILAAEMAIE G ECIE Iso(A) °

Example 2.2.3 : In the metric space (M, d) = (R, | - |), consider the set A := {1, n € N}. Then,
« 0 is an accumulation point of A;
« all the points % where n > 1 is a positive integer, are isolated points of A;

« the points in A U {0} are adherent points of A.

Proposition 2.2.4 : Given a subset A of M and x € M. The following properties are equivalent.
(1) x is an accumulation point of A.

(2) Foranye > 0, B(x,e) N A contains infinitely many points.
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i 222 WEEER > BAAILCEET :
(1) MERBRNESRIFMEMRE - bIER Adh(4) = A > RarE2.1.29 ©
(2) MEBRBENESTTURRSAMEESHNERBISE - tHRZESR Adh(A) = Acc(A) UTso(A) ;
(3) EEMERE M PHRLERE A BIMIERL - #1495 Adh(4) = M > Al ATE M RERER -

g 2.2.3 @ ERETEME (M,d) = R,|-|) P> EEREE A:={L,ne N} Al
- 0 218 A BIERE ;
- HRFE n > 1 NIERE > L 218 A AONILES ;
- AU {0} FREEEEE A A BT o

fRE224  IAEMMWFES AUK 2z M FHMEEE:
(1) = 28 A BIERE -

Q) HREE >0 8 Bz, o) N A BEEEZES -
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Chapter 2 Topology on metric spaces and normed spaces FTE A7 B &0 2 I RV IE

Proof : By definition, it is clear that (2) = (1). R BEES  RPEAE Q) =>1)°
Assume that z is an accumulation point of A. Fix ¢ > 0 and let us construct a pairwise distinct BE: 2B ANERL BT c > 00 RPMEREBRESIEE B(r,c) N A RHES

sequence (&, )n>1 of points in B(x,¢) N A by induction. i
Take 1 = ¢, by definition we can find z1 € B(z,e1) N A with 1 # x. Let n > 1 and assume that (wn)n>1 A E REIIAMIMIAESE

pairwise distinct 1, ...,2, and €1 > --- > €, have been constructed, and satisfying e =c RIBEER » HMIEEHE] 21 € B(z,e)) NAER 21 £ 2 ° B n > 1 LEREFHFIEE

*% TﬁﬁﬁﬁTﬂE’]xl,...,ng&gl>--->sn ;ﬁ%

g1 >d(z,xy) =¢e2> - >d(x,zy) = €nt1.

. .\ . g1 >d(x,x1) =9 > - >d(x,xp) =: €pt1-
Again by definition, we can find z,4; € B(x,ep41) N A with 41 # x. Moreover, we know that ! (@, 21) 2 (@, 2n) ntl

d(z,xpi1) < Eny1 = d(x,xy), SO Ty is distinct from all the previous x4, . . ., Tp,. O BERIREES - BAEERE 2,401 € B2, 6n41) NA BB 2,41 # . LA > BPIEE d(2, 2041) <
Ent1 = d(x, ) » FI 2y WEEFIER 24, ..., 2z, #BRE ° U
2.2.2 In Euclidean spaces R" EZE EERECZER R H
Let us consider Euclideans spaces R" for some positive integer n > 1. Recall that the canonical norm is RMEZERKZTE R HEhn > 1 SETFERE - TEENERL  RMPAZENEHEHANEATE
defined via the associated inner product (Proposition 2.1.12), which also leads to the canonical metric on R" S0 (58 21.12) o SHERRMEYHET R FAIESE (86 2.14) o

(Example 2.1.4).

2 R : cRe . e
Theoren.‘l 2.2.5 (Bolzano .Welerstraﬁ theor.em). sztA S R. be a bounded .set IfA contains infinitely EIE 225 [Bolzano-Weierstral FI2] : S ACR" BERES - 1R A G5EEZEY - A
many points, then there exists at least one point in R™ which is an accumulation point of A.

FE R AEEED—E A HERES

Rem.ark 2.2.6 :.’Ihe choice of a Euclidean.space is important he.re. For example, if we consider the fiiscr.ete 3226 : EEEENKTHEFRENERESEEY » RANERMEESG 2.1.2 (4) PHBEEREE
Foweven 0 docs o b any setumlion pont i B 1 e Tor 2 € R and ¢ & (0, 1 we have B(r.2)1) B RIER S SEMKS Q C BO,) RERBERNTRE ; 41 € R 0 - AREACH
Q = {z} or @, depending on whether z € Q or x € R\Q. EXR - SREARBHN v c RRe € (0,1) HMB Br,e)NQ = {2} H o> BURR 2 € QHZE
x € R\Q °
Proof : Since A is bounded, there exists M > 0 such that A C [—M, M]™. We are going to construct B AR ARERN RREEM > 0B AC[-M, M - HREFFE1<i<n BAE
sequences (a,(ci))k>1 and (bg))@l for 1 < i < n such that RAEEFT (a’(j))]@1 Ny~ (b;(j)>k>1 FE

(@) forall 1 < i < n, (ag))@l is non-decreasing, (b,(j))@l is non-increasing, and the difference
b,(;) — a,(j) tends to 0 when k — o0,

() WA 1 <i <n’ B (a))1 RIBERS > FF 0)-, SIBELH - TR
Z00) ol FEE koo BEBE 0 0

(b) HIFE k> 1 K& AN B, B EESER > H

(b) for every k > 1, the intersection A N By, contains infinitely many points, where

By, = I,il) ><-~~><I]gn), I,ii) = [ag),bg)], 1<i<n. ‘ o
By, = Ilgl) x---x[,in), I,gz) = [a](;),bg)], 1<i<n.
We proceed by induction on k.

Let agi) = —M and bgi) = Mforalll < ¢ < n. Let k > 1 and suppose that (aéi))KKk and R & ﬁﬁﬁ%ﬁ%‘-ﬁm%ﬂi&% ZHA o
(bél))KKk have been const(rj;lcted, are non-decreasing and non-inc(l")easing( 'r)espe(ct)ively, and satisfy (b). WIRNFIE 1 < ) 4 a( ) — M B b(z MoSk>11{ES (ae Vicoer B (by))lgfgk =)
We may divide each of J; * into two segments of equal length [, * := I} | U I 5, that is IRIESENT T ﬁ'ﬁﬂﬁﬂ']xe#ﬁ:ﬁ&# SEREIES] 0 BRE (b) ©

19 = [0, 10 =[50, o) = (0l + 5,
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Chapter 2 Topology on metric spaces and normed spaces

leading to 2" subsets of Bj, whose union is By, itself,
B =10 s x I8 r= (1) € {1,207

Since ‘
AnBy= |J (4n B,(j})
re{1,2}n

is an infinite set, at least one of the A N B,Efl needs to be infinite as well. Let r be such that A N B,Efzﬂ is
infinite. Then, for 1 < 7 < n, we let

(@@ b ) = (o) ey ifri =1,
k+10 Ok41 (’(c),bl(;)) T

Then, it is not hard to check that aé) < a,(;j_l, b( 2 b,(;j_l, nd bg_l ,(;J)rl = %(b;) a,(;)).

Now that we have constructed the sequences (a,(c))k>1 and (b( ))k>1 for 1 < ¢ < n as above, we

know that (a;C 2 )k>1 and (b( )) k>1 both converge and have the same limit, denoted by x;. We want to
show that z := (z1,...,x,) is an accumulation point of A. To see this, we are going to fix £ > 0,
and want to show that A N B(x,¢€) contains infinitely many points. By the above construction, it is
not hard to see that © € By, for all k > 1. For large enough k£ > 1, we may see that By C B(z,¢),
therefore, A N B(x, ) also contains infinitely many points. (]

Theorem 2.2.7 (Cantor intersection theorem) : Given a sequence of nonempty closed sets (Ay)r>1 in
R™. Suppose that

e Apy1 C A forallk > 1,
e Ay is bounded.

Then, the intersection A = ;1 Ay is closed and nonempty.

Remark 2.2.8 : It is important to assume that Aj’s are closed sets and that A; is bounded.
« If A}’s are not closed, take Ay, = (0, 1) for instance, then ()51 Ay = @.
« If Ay is not bounded, take A, = [k, co) for instance, then (5, Ay = @

Proof: First, it is easy to see that A is closed being an intersection of closed sets, see Proposition 2.1.25.
Then, we need to show that A is nonempty using Bolzano-Weierstrafy theorem.
If there exists an k£ > 1 such that Ay is finite, then it is clear that the sequence (Ay)x>1 needs to
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Chapter 2 Topology on metric spaces and normed spaces

stablize to a nonempty set, and the intersection A is nonempty. Therefore, we may assume that Ay is
infinite for all k¥ > 1.

For each k£ > 1, we may find x;, € Ay, such that the sequence (xy);>1 is pariwise distinct. We also
note that, due to the fact that (Ag)x>1 is non-increasing, we have x, € A,, for any £k > m > 1. Since
X = {zy : k > 1} isabounded set containing infinitely many points, by Bolzano-Weierstraf3 theorem,
it has an accumulation point x € R™. We need to check that z is indeed in A, or equivalently, x is in
A, forallm > 1.

Given m > 1 and £ > 0. From Proposition 2.2.4, it follows that B(x,¢) contains infinitely many
points of X. Apart from a finite number of them (those with index k < m), all the other points are also
in A,,. Therefore, A,,, N B(x,¢) is also infinite, which means that x is also an accumulation point of
A,,. Since A,, is closed, we find z € A4,,. O

Example 2.2.9 : We define a sequence of subsets of R by induction,
Co=1[0,1], Cpi1=3CoU(3Cr+2), Vn>0.
Let C := Np>oCy. The set C is called Cantor set, and has the following properties.
(1) C is a nonempty closed set.
(2) C is equinumerous to {0, 1}, so uncountable.

(3) The “length” of C is zero.

2.3 Subspace topology

Given a metric space (M, d) and a subset S C M, we want to equip S with a distance so that it can
become a metric space. The most natural way is consider the restricted distance dgx g, which is the distance
d restricted on S x S, sometimes also denoted by d by abuse of notations. Then, (S, d) is a metric space, and
its topology is called induced topology (FHE+Hh#EE) , trace topology (BFHA¥E), subspace topology (FZEfEHh
#) , or relative topology (1B¥I1A1) .

Proposition 2.3.1: Let S be a subset of M.
(1) The open sets of S are exactly the sets AN S where A is an open set of M.

(2) The closed sets of S are exactly the sets A N S where A is a closed set of M.

Proof : A closed set is the complement of an open set, so it is enough to check (1). An open set is
described by open balls (Definition 2.1.18), so we only need to check (1) for open balls. This is trivial,

because we have
Bg(z,e) = By(x,e) NS, Ve e M,e > 0.
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Chapter 2 Topology on metric spaces and normed spaces

),

« (0,2) and (z, 1] are open sets for z € (0, 1),

Example 2.3.2: In the metric space ((0, 1],] -

« (0,z] and [z, 1] are closed sets for x € (0,1).

Remark 2.3.3 : We see from Example 2.3.2 that when we talk about closed or open sets, it is important to
mention the ambient space.

Example 2.3.4: On the space (0, 1], we may consider the topology induced by the metric space (R, |-|)
as mentioned in Example 2.3.2. Alternatively, we may also define a distance d on (0, 1], given by

1

1
d(xuy):‘g_g) vxvye(ovl]

We may check in Exercise 2.23 that these two metric spaces define the same open sets. In other words,

$-F MHIEEZERAEMETERAIAE

(B 21.18) - ALEMRAFTEHERBE (1) - EBRBAN - BAEME

Bgs(z,e) = By(z,e) NS, Vxe M,e > 0.

8l 2.3.2 : EEREEZERG ((0,1],]-|) # :
s HBRz e (0,1) &8 (0,2) & (z,1] BEEHE
s HR e (0,1) 8 (0,z]) & [z, 1] EEFHE -

an open set of ((0, 1], |- |) is also an open set of ((0, 1], d), and vice versa.

2.4 Limits
2.4.1 Definition and properties

In this section, we are given a sequence (ay,),>1 with values in a metric space (M, d). When we want to
talk about a subsequence of (a,,),>1, we may write

« either (ay, )r>1 for a strictly increasing sequence (n)x>1 and ng > 1,

« or (ay(n))n>1 for a strictly increasing function ¢ : N — N, called extraction (ZZEXERIZ) .

®

Definition 2.4.1:

« Let £ € M. We say that (ay,),>1 converges to ¢, and write
ap —— 4 or lim a, =/,
n—oo n—oo
if for any € > 0, there exists N > 1 such that d(ay, ) < e foralln > N.

« We say that (ay,),>1 converges if there exists ¢ € M such that (a,,),>1 converges to .

53fF 2.3.3 ¢ WA 232 HZFITUEER - BRI RAEHFAER - FETEEHAMBEEEFE
ERBVZERF -
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d<x7y):‘i_;’7 Vm,yE(O,l]

HMEEE 223 PERE - EMEREZREC R TR - AFER » ((0,1],]-|) FHIF
EWEZE ((0,1],d) PHIFE - BRZIFA -

Last modified: 13:42 on Wednesday 23 October, 2024

SBMET MR
B—hE EBRME

TEEE/NE R RIFEEREREMEZRM (M, d) FHFET (an)n>1 ° BERPESE (an)n1 BFF
HIBF > FRPIRTLAEE
o (an )k>1 BEH (ng)is1 REBERIELFE 0 > 1
-4 (Agpn))n=1 Hrp p: N - N 2EE&EE R ﬁ{"ﬁw (extraction) ©

E& 241 ¢
« Hle M o WMIRHNRER: >0 BEN > 1 FEHRFAE > N EfIE d(an, () <e
,E\Uﬁﬂaﬁﬁ (an)n>1 u&%[? ¢ jﬁEEVF

ap —— /4 , lim a, = 4.

n—oo n—oo

« NREFTE L € M T (an)n>1 WHE ¢ > BIFFIR (an)n=1 WL -

BB © 2024 4F 10 A 23 H 13:42



Chapter 2 Topology on metric spaces and normed spaces

o If (an)n>1 does not converge, we say that (a,,),>1 diverges.

Remark 2.4.2:
(1) For (M> d) = (R>| ’
in R.

(2) The convergence a,, —= ¢ in a metric space (M, d) can also be interpreted in an equivalent way as
n—oo

), we recover the classical (if you have seen) definition of the limit of a sequence

the convergence d(a,, {) — > 0in (R, |-

(3) The notion of convergence is a topological notion, in the sense that it only depends on the topology (we
recall its definition in Remark 2.1.22) that the space is equipped with. See Exercise 2.24.

Example 2.4.3:

(1) For (M,d) = (R, |-|), the sequence defined by a,, = (—1)", n > 1, does not converge. However,
the subsequences (a2, )n>1 and (ag,+1)n>1 converge respectively to 1 and —1.

(2) The sequence (a, = 1),,>1 converges to 0 in [0, 1] but diverges in (0, 1].

(3) If we consider a discrete metric space, see Example 2.1.2 (4), then any convergent sequence

(an)n>1 is eventually constant , i.e., there exists NV > 1 such that a,, = ay foralln > N.

Lemma 2.4.4 : The sequence (a,)n>1 can converge to at most one point { € M.

Proof : By contradiction, suppose that (ay,),>1 converges to ¢; and ¢y with ¢1 # ¢5. Given & > 0, we
may find Ny, N2 > 1 such that

Therefore, we can take n > max(N1, N2) and apply the triangle inequality to deduce that
d(fl,fg) < d(an,fl) + d(an,fg) < 2e.

Since ¢ can be arbitrarily small, for ¢ < 1d(¢1,(5), we find a contradiction. O

2.4.2 Cauchy sequences and complete spaces
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Chapter 2 Topology on metric spaces and normed spaces

Definition 2.4.5: A sequence (a,),>1 is said to be a Cauchy sequence (fJF4F%!) if for any £ > 0,
there exists N > 1 such that

d(an, am) < &, Vn,m > N. (2.5)

Proposition 2.4.6 : If (a,)n>1 is a convergent sequence in (M, d), then it is a Cauchy sequence.

Remark 2.4.7 : We note that a Cauchy sequence does not converge necessarily. For example, in the metric
space (M,d) = ((0,1],] - |), the sequence (a,, = 2),>1 is Cauchy, but does not converge.

Proof : Suppose that (a,),>1 is a convergent sequence with limit /. Given € > 0. By the definition of
convergence, we may find N > 1 such that for any n > N, we have d(a,, /) < % Therefore, for any
n,m > N, we have

d(an, am) < d(an, £) + d(am,l) < §+ 5 =«¢. 0

Proposition 2.4.8 : A Cauchy sequence is always bounded.

Proof : Let (a,)n>1 be a Cauchy sequence with values in a metric space (M, d). Fixe > 0and N > 1
such that Eq. (2.5) holds. The set {aq,...,an} is finite, so bounded. The set {a,, : n > N} is also
bounded because of the Cauchy condition

d(an,an) < ¢, Vn > N.

Remark 2.4.9 : We note that the notion of Cauchy sequence is not a topological notion. It cannot be defined
by open sets, and depends on the distance that the metric space is equipped with. We may come back to the
example mentioned in Example 2.3.4. The sequence (a, = +),>1 is Cauchy in ((0, 1], |-|), but is not Cauchy
n ((0, 1], d), although they define the same notion of open sets. To see this, we have for any fixed N > 1
andn,m > N,

lan, — am| < but d(an,am) = |n—m|.

1
N

Definition 2.4.10:

« A metric space (M, d) is said to be complete (5tf&) if every Cauchy sequence in (M, d) con-
verges to a limit in M.

« A complete normed vector space (V, ||-||) is called a Banach space (Banach ZEf) .
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Chapter 2 Topology on metric spaces and normed spaces

Example 2.4.11:
(1) Euclidean spaces R™ with n > 1 are complete.

(2) Q is not complete. We may consider an irrational point z € R\Q and a sequence of rational

numbers (z,,),>1 converging to x in R. This sequence is a Cauchy sequence in Q but does not
converge in Q.

Leter in Section 3.2, we will have a more thorough discussion about complete spaces.

2.4.3 Limits and adhernet points

In this subsection, we are going to give sequential characterizations of some topological notions, especially
the notion of adherent points and closed sets, which can be better understood using sequences.

Below, we are given a sequence (a,,),>1. For p > 1, let us write A, := {a,, : n > p} for the range ({E1)
of the sequence (ay)n>p and A := A;. We may also define

L :={{ € M : there exists ¢ : N — N that is strictly increasing such that a,,,) —— ¢}

n—oo

to be the set of all the subsequential limits.

Proposition 2.4.12: Let { € M and suppose that (a,)n>1 converges to . Then,
(1) A is bounded,

(2) (¢ is an adherent point of A, that is { € A.

Proof : (1) is a direct consequence of Proposition 2.4.6 and Proposition 2.4.8.

To show (2), let us fix ¢ > 0. By the definition of convergence, we can find N > 1 such that
d(an,?) < € forn > N. We deduce that B({,c) O Ay = {an : n = N}, where Ay is not empty.
Since this property holds for any arbitrarily € > 0, we deduce that ¢ is an adherent point of A. ]

Proposition 2.4.13: Let A C M be a subset and { € M.

(1) If¢ is an adherent point of A, then one can find a sequence (ay,)n>1 with values in A that converges
to (.

(2) If¢ is an accumulation point of A, then one can find a sequence (ay,)n>1 with values in A\{{} that
converges to /.
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Proof : The construction is similar in both cases, let us start with (1). Let £ € M be an adherent point
of A. For every n > 1, since B(¢, 2) N A is not empty, we may find a,, € A such that d(¢, an) <1 we
can easily see that the sequence (ay),>1 converges to £. For (2), we may take a, € B({, )N (A\{E})
which is nonempty for alln > 1.

It is also convenient to use limits to describe closure and closed sets, which can be seen as a consequence
of the above propositions.

Corollary 2.4.14: Let A C M be asubsetandx € M. Then, x € A if and only if there exists a sequence
of points in A that converges to x.

Proof : It is a direct consequence of Proposition 2.4.12 and Proposition 2.4.13. 0

Corollary 2.4.15: Let A C M be a subset. Then, A is closed if and only if every convergent sequence
(in M) of points of A converges to a limit in A.

Proof : It is a direct consequence of Corollary 2.4.14. (]

The following proposition tells us when a sequence converges.

Proposition 2.4.16 : Let { € M. The sequence (ay,)n>1 converges to ¢ if and only if every subsequence
(@g(n))n=1 converges to (.

Proof : We first assume that (a,)n>1 converges to £. Let (ay(,))n>1 be a subsequence of (an)n>1. Fix
e > 0. By the definition of convergence, there exists N > 1 such that d(a,,¢) < € forn > N. Since ¢
is strictly increasing, we also have ¢(n) > N for n > N. Therefore, d(ay(n),¢) < € forn > N.

If every subsequence of (ay,),>1 converges to ¢, then the original sequence also converges to ¢, since
©(n) = n is also an extraction. O

Before closing this subsection, we see a more general proposition which describes the structure of £, the
set of all the subsequential limits of (ay,)n>1.

Proposition 2.4.17 : Let ¢ € M. The following properties are equivalent.
(1) L € L.
(2) L€ A, forallp > 1
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L BFRRWSRFRAIBRBRINES @ B (4) REFEEG T lc M FIMESE:

(1) beLl-
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Chapter 2 Topology on metric spaces and normed spaces

(3) { is either an accumulation point of A, or £ appears infinitely many times in the sequence (G, )n>1.

In particular, this implies that the set of the subsequential limits of (an)n>1 may also be rewritten as
L = Np>1A4p, which is closed.

Proof : We are going to show that (1) = (2) = (3) = (1).

« (1) = (2). Suppose that £ € L, that is there exists an extraction ¢ : N — N such that a,,) —
n—oo
£. Therefore, it follows from Proposition 2.4.12 that

{e {aw(n) n>1} C Agp(l)'

For any non-negative integer p > 1, the map ¢, : N — N, n — ¢(n + p) is still an extraction,
and the convergence Uy, (n) —>—> ¢ still holds. Therefore, we deduce that ¢ € Aw(p) forp > 1.
n—oo

Since the sequence of subsets (Aj),>1 is non-increasing (for the inclusion), we deduce that

ﬂ fTPZ ﬂ A«ﬁ(p)'

p=>1 p>1

« (2) = (3). Suppose that ¢ € A, for all p > 1 and that ¢ does not appear infinitely many times in
(ap)n>1. Let p > 1 such that a,, # ¢ for all n > p. Since ¢ € pr and ¢ ¢ A, we know that / is
an accumulation point of A,, so also an accumulation point of A.

« (3) = (1). If £ appears infinitely many times in (a,, ), >1, it is easy to construct a subsequence with
limit . Now, suppose that ¢ is an accumulation point of A. It follows from Proposition 2.4.13
that we may find f : N — N (not necessarily an extraction) such that ay,) — ¢ and

n—oo

army € A\{{} foralln > 1. The map f cannot be bounded, since otherwise (a (,))n>1 would
only take finitely many different values, the sequence (af(y))n>1, being convergent, would be
eventually constant (constant for large n), and would not be able to converge to ¢. Thus, we
may find an subsequence of (f(n)),>1 that is strictly increasing, denoted (f o ¢(n)),>1. Then,

Y= foyp:N— Nisan extraction and ay(,) —= L.
n o0 D

2.4.4 In a normed space

In this subsection, we are given a normed vector space (V, ||-]|) over a field K = R or C.

Proposition 2.4.18 : Let (xy,)n>1 and (yn)n>1 be two sequences in V. Suppose that

lim z, = and lim =,

Then,
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2 HRFAEp> 1 &I/ (4, -
(3) (B AMERR 3 BEFT (an)n>1 PHIREEER o

EEMEBEFEM  (an)n1 FRIIREAEBRBRNESRERE L = Ny214, » BALHBE
fErAs -

S8R BRPIEZBE 1O)=>2=06)=©0)"

c ()= (2) > RER (€ £ BABRFEEBRRH ¢ : N = NERF ay, — e ELtk - 1iEdn
& 2.4.12 » FMaeER

le {a¢(n) :n>1} C Agp(l)'

HREMFEEEEHp > 1 B¥ v, : N = Non — ¢on +p) UEZEZEERRE > MAK
B, ) —— (DRMI - B HREE p > 1 BBEE (e A, - BRFES
(Ap)p=1 =IEEIEH (HEIRFRKER) - HMER

ﬂ Ap = ﬂ Ap(p)-

p=1 p=1

Q=0 BRERFBp> 1 EMBE(c A, BITE (an)n>1 PAGHIREER -5

p> L EEHRFE n > p BfE a, £ (o BR (e 4, B (¢ A, - BFEE (218 4,
HEERREL > FTtb @ A BOERRES -

« 3)= (1) e MR LT (an)n>1 PHIRERRX - HAFEEERRS (WFFF) - ]/E - 3
RE% ¢ =18 A BIERRS o ARIBMRE 2413 » HFIBERE] f: N - N (REZEERRE)
EF apy — CEBRFAE n > 1 BB ap) € A} - BB f FERER > T4
(af(n))n>1 REIERSEREEE » HRFET (afm))n=1 Y FIUESKRE n RKBEZE
BEHFY - IR & thEERE] 0o Fitk - FFIRTUE (F(n))n>1 PERERBEERE
BYFRRFItER » B21F (f 0 0(n))nz1 © BHE—K » KB ¢ = fop: N - N Z{EFEERE -
E.ﬁﬁ'ﬁﬁ at/}(n) m £ e 0

SR ERREEZERP
T/ EI > PG EEE K = R 5 C EARREEM B ZER -

B 2418 I T (Ta)nz1 B (Yn)nz1 73 V PEIMERFT - 52

A oe=e B lime =y

ElUESAIRE=IE
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Chapter 2 Topology on metric spaces and normed spaces

(1) xn +Yn s Tty
2) Az, — Ax for any A € K,

@ lzall —— lia].

Proof :

(1) Letus fixe > 0 and take N > 1 such that for n > N, we have
|lzn —z|| <& and |y, —y| <e.
For n > N, we have
[(@n +yn) = (@ +y)|| < llzn — 2l + [lyn —yll < 2e.
Since € > 0 is arbitrary, we have shown that x,, + y, — + .

(2) We write directly
Aty — Az|| = |A| |20 — z|]] —— 0.
n—oo

(3) The triangular inequality gives

[Hznll =l | < flen — 2]l —=— 0.

2.4.5 Limit of a function

We consider two metric spaces (M, d) and (M’,d’). Let A C M be a subset of M, and let f : A — M’ be
a function from A to M.

Definition 2.4.19 : Let a be an accumulation point of A and b € M’. We say that when x tends to a,
f(z) tends to b, and write
lim f(z) = b,

Tr—ra

if for every € > 0, there exists § > 0 such that

Vo € A\{a}, d(z,a)<d = d(f(x),b)<e. (2.6)

Proposition 2.4.20 : Let a be an accumulation point of A and b € M'. Then, the following properties
are equivalent.
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(1) xn"‘@/nm%—i-y,
@) A —— Ao HIREB ) €K ;

®) llznll —=> [

FEH :
(1) BFEE e >0 W N > 168 n > N » &ME
|zn —zll <e B |lyn—yll <e.

Hrin> N EfE

I@n +yn) = (@ +9)|| < llzn =2l + llyn =yl < 2e.

RS e > 0 ATMERE ) HHSE 2 +yn —— 2 +y©

(2) &M= :

Ay, — Az|| = |A] ||xn — | oo 0.
) ZARFEREM :
Hznll = llzll | < lzn — zf] —= 0.

SR/ER ERERINER

FMIZEMEREEZER (M, d) R (M',d) S ACMABMMNFES UKk f:A—> M BHAZ

M’ BYERER -

Vo€ A\{a}, d(z,a) <5 = d(f(z),b)<e,
BIFRMIRE » BER o B > f(z) GEEMN b 521F -

lim f(z) =b.

r—ra

EE2419 I [aB ANERMUK b e M - IRHRFAB >0 FE 6 > 0 FF

(2.6)

fARE 2420 © T a2 ARERMUKR b e M - FIIMHEERFHER :

RRIEN
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Chapter 2 Topology on metric spaces and normed spaces

(1) When x tends to a, f(x) tends to b, that is

lim f(x) =b.

T—a

(2) For any sequence (y,),>1 with values in A\{a} converging to a, we have

Jim f(zn) =0b.

$-E HEERHHMEEERE

(1) B 2R o K > f(2) 8K b BELER

lim f(z) = b.

T—a

(2) HREREUET A\{a} B BIREE o FT (zn)n>1 ° FFIE

lim f(z,)="0.

n—oo

Proof : Let us assume that (1) holds, that is f(z) — b when  — a. Fix € > 0 and choose § > 0 such
that Eq. (2.6) holds. Fix a sequence (z,),>1 with values in A\{a} converging to a. We may find N > 1
such that for n > N, we have d(x,,a) < . Therefore, for n > N, we also have d'(f(z,),b) < . This
shows that f(x,,) — b.

For the converse, let us proceed by contradiction. We assume that (2) holds but not (1). If (1) does
not hold, we may find € > 0 such that for every n > 1, there is z,, € A such that

0<d(zn,a) <1 and d'(f(z,),b) >e.

It is clear that (z,,),>1 converges to a, but (f(x,))n>1 does not converge to b since there is always a
positive distance at least € between f(x,,) and b. This contradicts (2). O

Proposition 2.4.21: Consider a normed vector space (V. ||-||) overa fieldK = R orC. Let f,g: A — V
be two functions, and a be an accumulation point of A. Assume that

lim f(z) =b, limg(x)=c.

r—a T—ra

Then,
(1) limyq(f(z) + g9(z)) =b+ec,
(2) limg_,q Af(x) = b forevery A € K,

(3) limgq [|.f ()] = [|0]].

588A : mMAIRER (1) AL URERRE 2 — o B - BB f(2) = b BEE e > 0 A& S > 0 F15
I (2.6) BIL ° EEEETE A\{c} FEKEE o BIFEF (2,)n>1 © BFIRTUIRE) N > 1 FEHEHR
FRE n> N> BIME d(z,,a) <5 Btk » HREABE n > N » BOIWEE d'(f(2,),b) < c ° &
BT f(xn) ——be

FAFIERR R FE AR R anE o FFIRER (2) BIL1E (1) RREIL ° WIR (1) RERAL » FMIEEkE
e>0FEHRAEN> 1 88 2, c AFR

0<d(zp,a)<i B d(f(zn),b) >e.
REAH » FF ()01 BWHE o > BFEF (f(2,))n>1 BIFEWEE] b - BRK=EGELERER
1B f(x,) B b2F - EH (2 F/E - O

Rl 2.4.21 ¢ FEEH K =R %K C LWREBREZR (V, [|-]|) o F f,9: A=V BRERE
B o ABERE - B%

i f(z) =b, lim g(z) =
BFRME -
(1) limg—q(f(z) +9(z)) =b+c,

(2) limg_o Af(z) = MW EHRFIE A €K ;

Proof : It is a direct consequence by applying Proposition 2.4.18 and Proposition 2.4.20. O

2.4.6 On the real line
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(3) limg—q [|f(2)]| = [[0]-

55HA : SERFERMRE 2.4.18 UK 2.4.20 AJLUSRIMNEEGER - O
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Chapter 2 Topology on metric spaces and normed spaces

Below, we are given a sequence (a,, ),>1 taking values in the metric space (M, d) = (R, |-|). In Proposition
2.4.17, we saw how to characterize the subsequential limits of the sequence. We are going to see other notions

of limits.

Definition 2.4.22 : We define
hm an, = limsup a,, := inf sup ay,
n— 00 nz1 k>n

lim a, = hm 1nf an = sup inf ay,
n—00 n>1k=n

called the upper limit (EABPR) and the lower limit (FHBFR) of (an)n>1

Remark 2.4.23 : We note that, we may rewrite lim sup,,_, . a,, as a non-increasing limit,

limsupa, := hm J sup ag,
n—00 k>n

because the sequence (Supy.,, @x)n>1 is non-increasing. Similarly, lim inf,, . a,, can be rewritten as a non-
decreasing limit,

lim 1nfa = lim 1 inf a
n— n n—o0 T k>n k-

Example 2.4.24:
(1) The sequence defined by a,, = (—1)" has upper limit 1 and lower limit —1.

(2) The sequence defined by a,, = sin(n) has upper limit 1 and lower limit —1.

Lemma 2.4.25 : If (ay(y))n>1 is a convergent subsequence of (an)n>1, then its limit £ is an adherent
point of {a, : n > 1} and satisfies

liminf a, < ¢ := lim Ap(n) < < lim sup ay,.
n—o0 n—o0 50

Proof : Let (ay,(n))n>1 be a convergent subsequence of (a;,)n>1. It follows from Proposition 2.4.17
that its limit ¢ is an adherent point of the range {a,, : n > 1}.
Next, for any n > 1, we clearly have

inf a n) < sup ag. 2.7
k2p(n) ES Gen) k><p1()n) g d

By taking a monotonic limit for the left inequality in Eq. (2.7), we find

hmlnfa =gsup inf ar= lim inf ar < lim a = /.
oo T T 20 T nboo ksp(n) T miveo He(0)
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$-E HEEREAMEBEERE

BETR  HPRERET (M. d) = (R,]-|) FEFS (an)n>1 © 608 2417 F > ZFIBREEE
BN F R HIIER - EERFIZES EEMBEREE -

E&E 2422 @ BES

lim a, = limsup a, := inf sup ay,
n—00 n—00 nzlp>n

lim a, = liminf a,, := sup inf ag,
n—00 n—00 n>1k=n

FBAE (an)n>1 B9 EMRFR (upper limit) & FHEFR (lower limit) ©

51f# 2.4.23 : BFVEEER)  HAITLUE limsup,,_, ., a, =R —{EIEMEIEHRER

limsup a,, := hm J sup ag,
n—00 k>n

E% (supgsy, ak)n>1 efBIBEEFS » FBLM » liminf, o an, AJARER—EIBERER

hm 1nf ap = hm T mf ay.

& 2.4.24 :
(1) B3 a, =(-1)"H EMEBREA 1 TEBREA —1-°
(2) FF5 a,, = sin(n) B9 EABBRA 1 THREEA —1 °

513 2.4.25 : TR (apn))n>1 B8 (an)n>1 ERBEFFF - BIBEIRER ¢ &2 {0, :n > 1} BY
FERRRL - Bimie

liminfa, <?¢:= lim a < lim sup a,,.
n—oo L oo (M) n_,oop "

B D (ay0)not B (an)ns1 BB TRFT] o (LT 2417 BAFVEH » {OBOIBIR ( B 21E
{an > 1) BOETSY -
R ——

inf ar <a < sup ag. (2.7)
k() olo) = k>p(n)
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Chapter 2 Topology on metric spaces and normed spaces

If we do the same thing for the right inequality in Eq. (2.7), we find the other inequality. (]

Lemma 2.4.26 : There exist subsequences (ay(n))n>1 and (ay(n))n>1 such that

lim inf a,, = nh_)ngo el and

im in lim sup a,, = nh_)ngo )

n—oo

Proof : We are going to construct an extraction ¢ for the lower limit by induction. Let ¢ :=
lim inf,,_, » a,. Define

e(l):=inf{n>1:4—-1<a, <L{+1},
Vn > 1, p(n+1):=inf{n>pn): -1 <a, <l+1}.
It is not hard to check that ¢(n) is well defined for all n > 1 and that ¢ is strictly increasing. Addi-

tionally, we easily see that lim a

0

o(n) = {. The construction works in a similar way for the upper limit.

Remark 2.4.27 : The above two lemmas justify the names of upper limit and lower limit given to lim sup
and lim inf.

Proposition 2.4.28 : A sequence (ap)n>1 in R converges if and only if liminf, o a, =
lim sup,,_, o an < oo.

Proof : It is a direct consequence of Proposition 2.4.16 and the above lemmas (Lemma 2.4.26 and
Lemma 2.4.25). O

Remark 2.4.29 : The limit of a real sequence needs not exist in general. However, its upper limit (resp.
lower limit) always exist in (—oo, +00]| (resp. in [—00, 400)). In order to write lim, or to show that the limit
exists, this proposition suggests that one may show that the upper limit and the lower limit are equal.

2.5 Continuity
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2 (27) B 0 B ESN RSN EBIEREES ;

liminfa, =sup inf ax= lim inf a; < lim ag@,) =/
[e.0]

" n>1k2p(n) n—00 k>p(n) n—00
MR (27) 0957 FE D OREBIER - BAREGRIS—ERE - N

513 2.4.26 : FEFFEI (ap(m))n>1 AR (apm))n=1 17

l1nnl>1£f an = nh_)ngo Ay (n)> B 117131_>S£p an = nh_)ngo Aop(n)-

2R RFIEEBIEE @ BEERRE o RIGE) THER © © 0= liminf, o a, ° EFR

e(l):=inf{n>1:4—-1<a, <+ 1},
-

Vn =1, e(n+1) :=inf{n > p(n) <ap, <L+ 1}

1
n

R RBREHRIE 0 > 1 o(n) BEBRITH B » SRMERD - 1t BMGEE
lim a1y = £ © EAEIRBOHIE A FABIERHAEL - 0

5% 2.4.27 1 EEWES BRARRE T B ERFHE lim sup & lim inf 73 BFE(E_LAGERA] FAGER o

il 2428 © B (an)n>1 BTE R PHFES o EBM¥EE liminf, o a, = limsup,,_,,, a, < 00’
IR (ap)n=1 YUK ©

i

B EEHME 2416 AR EME|IE (BT 2426 and 5|3 24.25) FAIETIMEERKR . O

5ERE 2.4.29 1 —MRREE - BEUFSIBBIRA—EFE - Bt LER (B THER) 7E (—oo, 400
(BHTE [~o0, +00) ) KBREFEN - IRMAFERET lim B - AZHAWRFAE - b
SRR UEFERR L THEEES -

SEhEh EiREM
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Chapter 2 Topology on metric spaces and normed spaces

2.5.1 Definition and properties

Below, we are given two metric spaces (M, d) and (M’,d"). When we talk about balls in different metric
spaces, we may add a subscript to avoid confusion. For example, Bys(z, €) or By(x, €) denotes the open ball
centered at x € M with radius € > 0 in (M, d).

Definition 2.5.1: Given a function f : (M,d) — (M’,d"). We say that f is continuous at x € M if
for any € > 0, there exists § > 0 such that

Yy € M, dz,y) <d§ = d(f(2),f(y) <e, (2.8)

or equivalently,

f(Bu(,0)) € B (f (), €).

We say that f is continuous if it is continuous at all x € M.

Example 2.5.2:

(1) If we take (M,d) = (M',d") = (R, |-
saw in the first-year calculus.

), then we recover the definition of continuity that we

(2) The identity map Id : (M, d) — (M,d), x — x is continuous.

(3) Fix a € M. Then, the map (M,d) — (R, |- |),z + d(z,a) is continuous.

Remark 2.5.3:If a € M is an accumulation point, then the continuity of f at a is equivalent to

lim /() = f(a).

T—ra

If @ € M is an isolated point, then any function f : M — M’ is continuous at a, because for sufficiently
small 6 > 0, the open ball B(a, §) is reduced to the singleton {a}.

Proposition 2.5.4 : Consider three metric spaces (M, dy), (Ma,d2), and (Ms, ds). Let f : My — Mo
and g : My — M3 be two functions. Fix x € M. If f is continuous at x and g is continuous at f(x),
then the composition g o f : M} — M3 is continuous at x.

Proof : The proof is quite direct if we use Definition 2.5.1. Given € > 0. Since g is continuous at
y := f(z), we may find > 0 such that

9(Ba,(y,m)) € Bz (9(y), €).
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B—hE EBRME

ETR HAEEMEREZRE (M,d & (M, d) > EXMEERTFREZRFEKE > &M
B DUINME T AR 258 G208 0E © BN » FAMBTE (M, d) BE > FOB 2 € M F8%H e > 0 NFIIREE
Bu(z,€) 3 By(x,€) ©

EE 251 MRTERE f: (M, d) — (M, d) > HRER 2 ¢ M IRERFAB > 0 FE
§ > 01F13F
Yye M, dz,y)<dé = d(f(x),f(y)) <e, (2.8)

HE FIEBHERIL :
f(BM(xv 5)) - BM’(f(‘r)’E)v

AIFRMPIER £ 76 o B - tIR f EFER « € M &EE - BIFRMIER f SEEAFE -

&5l 2.5.2 :
(1) & (M,d) = (M',d") = [R,]|-|) & » BFIFINEERMAER—MESFRERIHEEMENE
% o

(2) EEREId: (M,d) = (M,d),z — z BEEH °

G) BE ac M BIRE (M,d) — (R,|-]),z — d(z,a) SEEERE

53253 @ MR o e M ZEEFRR - B f F o« HEFEETIIMEESFE
lim f(z) = f(a).

T—ra

MR o c M ZEMIIE - BIEMRIRE f: M — M 1E o BEEEN - RAHRH/NE 6 > 00 FIEK
B(a,d) G 2ERERBHRNES {a} °

ﬁiEEE 254 . %E‘EE&‘;EE?EFE% (Ml,dl) S (Mg,dg) —LX& (Mg,dg) ° '% f : My — Ms &g : My — M3
AMEREK -BEE2zc My o WIR fE 2 FER g 7 f(v) B8 BIGHERE go f: My — M3
£ 2 &EAE o

$5EA MR ER 2.5.1 REEFBALLME -G c >0 AR g E vy := f(x) 3BHE » FHM
BEFRE] 1 > 0 (15
9(Bun,(y,m)) € By (9(y), €).
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Chapter 2 Topology on metric spaces and normed spaces

FTE AR ZC R B A 5 2 R R R iE
Since f is continuous at x, we may find 6 > 0 such that

B f 7E o S - BPSEEIRE 5 > 0 1518
F(Ban(x,9)) & Bao(f(@), 1) = Baa (g, m). F(Bany (,0)) € Bay(f(w),m) = Bao(y,m).
Putting the two above inclusions together, we find ' A R —iE > BYSE
(90 ) (B (2,0)) € g(Bum,(y,m) € Bars (g0 f)(2),€).
This leads to the continuity of g o f at z.

(g0 f)(Bu, (2,9)) € g(Bas,(y:m) € Buy((go f)(z), ).
EEFRHEMgo f £+ BEER

2.5.2 Sequential characterization

U
BNED R
Proposition 2.5.5: Given a function f : (M,d) — (M’,d’) anda € M. Then, the following properties Rl 2.5.5 © FAERE f: (M,d) —» (M',d) AR ac M ° AITFFIMEEE -
are equivalent.
(1) f is continuous at a.

(1) f E a EI‘E °
(2) For every sequence (xy,)n>1 with values in M that converges to a, the sequence (f(xy))n>1 with
values in M’ also converges to f(a). In other words,

lim z, = a

(2) BEABETE M PEBEE] o BIFS (2,)n>1 * BUETE M FEIFS (f(2n))n=1 BUE

B f(a) - #EEER 0 HME
Jimn, = Jim fwn) = £( Jim 20) = f(a) Jim o =a = lim (o) = £( Jim o) = f(a)
Proof : The proof is similar to that of Proposition 2.4.20. O SHEA : thFERAEEARRE 2.4.20 4B © O
Example 2.5.6 : The function f : R — R is continuous at 0, &l 256 @ KB f:R — RTE0EE :
flay = | o), i 0. esin(1/a), &£ 0,
0, ifx =0. f(z)
We can see this by taking any convergent sequence (x,,),>1 with limit 0, then

0, =x=0.
HEATURE - HRERKREE 0 IFEY (v,).>1 * BFIEE
F@n)] = [z sin(1/20)| < 2] ——0.

[f(@n)] = |z sin(1/z,)] < |an| ——= 0.

Proposition 2.5.7 : Consider a normed vector space (V, ||-||) over a field K = R or C. Leta € M and
f,9: M — V be two functions that are continuous at a. Then,

foRd 2.5.7 ¢ ERMEEH K = R C EAMEREZRE (V. ||]) ° B a € M RWETE o EENK
B fog: M — Ve RTHIMERI :

(1) z — f(z)+ g(x) is continuous at a,

(2) © +— \f(x) is continuous at a,

(1) 2+ f(z) + g(z) TE a ZEAE ©
(3) x — || f(x)]| is continuous at a.

(2) x> M\f(z) TE o B o

(3) @ || f ()] 7E o FHE °
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Chapter 2 Topology on metric spaces and normed spaces

Proof : It is a direct consequence by applying Proposition 2.5.5 and Proposition 2.4.18. (]

Example 258 :Letn > 1 and P € R[Xy,..., X,] be a multivariate polynomial. Take (M,d) =
(R™, |I-|;) and (M’,d") = (R, | - |). Then, the map (a1, ...,an) — P(ai,...,ay) is continuous. This
can be seen by using Proposition 2.5.5 and the following two facts.

(a) For any sequence (a* = (a},...,ak))r>1 with values in (R™, ||-||,), we have
limak:a:(al,...,an) = limaf:ai, Vi=1,...,n.
k—o0 k—ro0

(b) For any real-valued sequences (z,,)n>1 and (Y, )n>1, we have

dan=e and Do yn =y =l g = 2y

2.5.3 Characterization using preimage

Definition 2.5.9 : Given a function f : (M,d) — (M’ ,d’) and a subset A C M’. We recall the
definition viewed in Definition 1.1.7 of preimage or inverse image (/&) of A under f,

YA :={zx e M: f(z) € A}.

Remark 2.5.10 : We recall the following properties for the preimage.
(1) If f is bijective, then the preimage of A under f is exactly the image of A under f~!.
(2) fAC BC M, then f~1(A) C f~Y(B) C M.
(3) For A C M, we have A C f~1(f(4)).
(4) For A C M’, we have f(f~1(A)) C A.

Proposition 2.5.11: Let f : (M,d) — (M’,d’) be a function. The following properties are equivalent.
(1) f is continuous on M.
(2) The preimage of any open set of M’ is open in M.

(3) The preimage of any closed set of M is closed in M.
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580A : SERFERMRE 2.5.5 MMnRE 2.4.18 AALURRINEEGER - O

#2588 1 Bn>1MURP e RX,..., X, AZEBHZIEN - IV (M, d) = (R, |],)
M (M, d) = (R,|-])° IR (a,...,a,) = Plar,...,a,) GEEERN - M IUAFEB®D
# 2.5.5 UKk FFIRGRREERALLLEE -

»r'n

(a) HRERBET (R, [|,) FHFF (a* = (af,...,a}))i=1 » BB

limak:a:(al,...7an) = limaf:ai, Vi=1,...,n.
k—00 k—o00

(b) BREREBEZET (v,)n>1 2E (yo)n>1 * KFIEHE

Amon=c AR lmyn=y = lim @y =ay

BZDED RS

EHE259 I WERBf: (M, d) - (M, d)RFEEACM - EMEER 1.17HFEEEB A
£ f Z YRR (preimage or inverse image) :

YA ={z e M: f(z) € A}.

F3#% 2.5.10 @ HPICEEREGRRIMES -
1) R f RELEHEE - AT fZTHEREGR AT 1 ZTHK -
2) MR ACBCM » fH(A)Cf (B CM-
) HIRAC M EFIBAC F1(f(A)) °
) WRACM  EME fF(FY(A)CA-

(
(
(3
(

RE2511 1 5 f:(M,d) — (M, d) BRE > A THMESEE-
(1) fTEM LEE-
(2) R M FEEEMREE M P2EME -
(3) fEfE M’ FEAEMRERETE M RE2ERE -
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Chapter 2 Topology on metric spaces and normed spaces

Proof : We are going to prove that (1) < (2) < (3).

« (1) = (2). Let A’ C M’ be an open set and denote A = f~1(A’). Given z € A, we want to show
that z is an interior point of A. Let y = f(x) € A’. Since y is an interior point of A’, we may
find £ > 0 such that By (y,e) C A’. Using the continuity of f at 2, we may find 6 > 0 such
that f(Bys(,6)) C By (y,e) C A’ Therefore, x € Bys(z,0) C f~1(A").

« (2) = (1). Given 2 € M and £ > 0, it follows from (2) that A = f~Y(Byy(f(x),¢)) is open.
Since © € A, we may find § > 0 such that By;(x,d) C A. This implies that f(Bps(z,9)) C
f(A) = By (f(z), ), giving the continuity of f at x.

+ (2) = (3). Let A be a closed set in M’, then B’ := M'\ A’ is an open set. We know that
FTHAY) = fTHMN\B') = M\f~H(B').
By (2), the set f~1(B’) is open, so f~1(A’) is closed.

 (3) = (2). The proof is similar.

Remark 2.5.12 : In practice, to check that a function f : (M,d) — (M’,d’) is continuous, we only need to
check the following modified condition:

(2’) The preimage of any open ball of M is open in M.

Example 2.5.13 : We identify the space M,,(R) of n x n real matrices as R™, and equip it with the
usual norm ||-||;. The determinant function det : M,,(R) — R is continuous. Since R* := R\{0} is
open in R, the set of invertible matrices

GL,(R) := {M € M,(R) : det(M) # 0} = det ™' (R*)

is also open in M,,(R).

Definition 2.5.14:Let f : (M, d) — (M’,d’) be a function. We say that f is

- an open map (FAKIEX) if f(A) is open in M’ for any open set A C M;

« a closed map (FAKIEY) if f(A) is closed in M’ for any closed set A C M.
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EER BFIEBE 1)< ) e B)°

=@ RACMBRE ML A=Ff1A) BErc A HMEEZH 22 AN
RE o Dy=flz)c A BRyZE A BHIRE &1?3 BEIRE) e > 0 818 Bap(y,e) C A ©
fEF f 1E » BOEEN - MEEKE) 0 > 0 18 f(Bum(z,9)) C Bur(y,e) C A ° Atk
x € By(x,8) C fH(A)

c Q=BT re MUKe >0 R%QFHMIRMA=71(Bu(flx),e)) 2EMRE - H
Rxec A FBEIHEI 6 > 01818 By(x,9) C A EBBEMEEHR f(Bu(z,0)) C f(A) =
Bap (f(x),e) » HELR f 7E o« BOEIEN -

- (=0 WA B/ M PHEAK Al B = M\A EEFHRE - RFIFE
FHA) = fTHMNB) = M\fH(B).
Ri% 20 &5 f1(B) ZMERE - A f1(4) 2MEBAK -
. (3) = (2) ° FEPAAAEML © 0

SR 25.02 1 EROEERE £ (M.d) - (M, d) SESEREE  EERMREBRE TN
SBEIELE -
(2) {E M’ FRERBRAOIGRAE M AR -

g6 2.5.13 : RIFHE n x n BREERFBRIZE/ M, (R) B R » L FEE ||, - &M
3BT det : M, (R) — R 2EEEREL - B R* = R\{0} BT R PHIFIEE - BBER]
WIEEERNES

GL,(R) :={M € M,(R) : det(M) # 0} = det ™1 (R*)

HWERE M, (R) PHFEE -

EE2514 1 5 f: (M, d) - (M, d)BRE > HIEETEREBLR
- BYHERK AC M0 f(A) B M PRIRE TR [ 2EHEE (open map) °
- BYHERR AC M- f(A) B M PRIFASK - PR f 2EPHEE (closed map) ©
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Chapter 2 Topology on metric spaces and normed spaces

Remark 2.5.15 : Note that in Proposition 2.5.11, it is important to look at the preimage.

+ A continuous function is not necessarily an open map. For example, a constant function from R to R
maps the open set R to a point which is not open.

« A continuous function is not necessarily a closed map. For example, the function R — R, x — tan(x)
T T

maps the closed set R to (-7, §), which is not closed in R.

2.5.4 Isomorphisms

We are going to introduce two notions of isomorphisms ([E]#8) : isometric isomorphism and topological
isomorphism (homeomorphism) (¥a1#[E)# ~ [EIAE). Below, consider two metric spaces (M, d) and (M, d").

Definition 2.5.16:

- A bijective function f : (M,d) — (M’,d') is called an isometry (ZFEEEEHR) if

d(f(z), f(y) =d(z,y), Va,ye€ M.

« If there exists an isometry between (M, d) and (M’,d’), then we say that the metric spaces
(M,d) and (M', d’) are isometric or isometrically isomorphic.

Example 2.5.17 : Let us fix an integer n > 1. We denote by M,,(R) = M, (R) the vector space
of n by n real matrices. We may equip M,,(R) with the norm |- ,, ; defined by

n n
VM = (mij)i<ijen,  I1Mlq =D Imigl,
i=1 =1

and consider the distance d 4,1 induced by the norm ||-|| ;- Then, (M;,(R), daq,1) and (R", dy) are
isometric. For example, the map

M = (myj)i<ij<n = (M1, -, M1, M21, -, M2n, s Mp 1, s M),

is an isometry.

Definition 2.5.18:

o Let f : (M,d) — (M’,d") be a function. Suppose that f is bijective, so that f~! is well defined.
We say that f is a homeomorphism ([EIRE) , or topological isomorphism (Fh1R)48) , if both f

and f~! are continuous.

« If there exists an homeomorphism f between (M, d) and (M’,d'), then we say that the metric
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g 2515 1 HIVERS > EaE 2511 B RPIFERENZGE.

- EERBT—ESERRE - G20 - ZEAR I ROEERE > AERR PRAENGERE—
fa%s - ~2fEm%E -

 EERUA—EEERRY - HIIN - EEIHR - R - tan(r) > AEEHE R %5
(-2,%) » BAEAITRRE R IR o

SBME FE

BMBRENBRMIEFRM (isomorphisms) BB : FEERIBUURAEENM (FAR) - TR - 52
KMEERMERIEZER (M, d) & (M',d) °

E&’25.16 -
« B f (M d) > (M, d) BEFRE - tNR
d'(f(2), f(y) = d(z,y), Vz,ye M,
RFRAFIREZ 23 FHEEE M (isometry) ©

« NRE (M, d) & (M',d) 2BFEFESE > AIFRMRMEZER (M, M (M, d) 2
FPRRYELFPRFIRERY o

886 2.5.17 : RABETEEHE n > 1 o HFHE n x n BEREVERBANEEZMEE M, (R) =
Mixn(R) © FPIRTLARE T M, (R) BB |||, * EFRAT

VM = (mij)icijen,  [1MlIpq =D Imijl,
i=1j=1
A B ||, 31 SRAOEERE g, o FBE » (M (R).doiy) B (B, dy) RREEEE o )
a0 - FEEERBRE SR

M = (myj)i<ij<n = (M1, -, Min, M2 1, .., M2n, s My 1, Mpy).

BB 2508 0 B (M) o () BEB- R [ RESHDE - HRSR
ETEREF MR f R I MESEE WKEMAR f SEFMEER  (homeomorphism) 3
EEFIRESEHA  (topological isomorphism) ° BIRERBRE f FEMNGE ' RMREEZTEM
(M, d) B (M',d') SFIIER > SRR o
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Chapter 2 Topology on metric spaces and normed spaces

spaces (M, d) and (M’,d') are homeomorphic or topologically isomorphic.

Remark 2.5.19 : An isometry is also an homeomorphism.

Example 2.5.20 : Let us consider M = R? with different distances d; induced by ||-
||-||5, and the discrete distance dgiscrete-

1» d2 induced by

(1) The identity map Id : (R?,d;) — (R?,ds) is a homeomorphism because we have

By, (z,1) C Ba, (z,1) C Ba, (z, \@T) (2.9)

(2) The identity map Id : (R?, dgiserere) — (R?, d1) is not a homeomorphism. This map is bijective
and continuous, but its inverse f~! is clearly not continuous.

Definition 2.5.21: Let d and d’ be two distances on M. We say that the two distances are topologically
equivalent (Ya3EF(B) if they define the same topology, in the sense that a set in (M, d) is open if
and only if it is also open in (M, d’).

Example 2.5.22 : In R?, the distances d; and dj are topologically equivalent, as seen in Eq. (2.9).

Proposition 2.5.23 : Let d and d' be two distances on M. The distances d and d' are topologically
equivalent if and only if the identity map1d : (M, d) — (M, d') is a homeomorphism.

Proof : First, let us assume that the distances d and d’ are topologically equivalent. It is clear that
the identity map Id : (M,d) — (M,d’) is bijective. To show its continuity, consider an open set
A C (M,d). Then,

Id~1(A) = AC (M,d)

is still an open set due to the assumption. Hence, Id is continuous. Similarly, we can also show that
Id—! is continuous.

For the converse, we assume that the identity map Id : (M,d) — (M,d’) is a homeomorphism.
By its continuity, any open set A C (M, d’) is still open in (M, d), and vice versa. It is exactly the
definition of two distances which are topologically equivalent. (]

Definition 2.5.24:

« Given a vector space V and two norms N1 and N» on V. They are said to be equivalent if there
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5ifi# 2.5.19 | FESKOEIERKEE -

g8H) 2.5.20 @ HMERE M = R? EAWMERFEERE : d 2H |||, 51889 dy ZH |||, 51F
E’\J ’ J'X&%E%&EE%E ddiscrete °

(1) EHFERE 1 : (R?, d)) — (R?, dy) 2ERKEHREATRME

By, (z,7) C Bg,(z,7) C By, (x,V2r). (2.9)

(2) TEFRB I : (R?, dgiserete) — (R?,d1) FEERRE R o WREBZEEELES RS - Bt
RO EREL f~ BRAATERR -

EFE2521 I [HdEI B M ERREER - 01R ¢ M ¢ ERLROVEEZEERRN > LRLE
EEMWE > BEESTE (M, d) PAKBE > BT (M, ) P EHE  EENERT - &M
FRIEMIEFEBERIhIE L (topologically equivalent) RY °

$8f 2.5.22 1 ER? L - EERE d) K d, RIREEFER - MREFIER (2.9) PEAEIH -

82523 | DdMd A M ERERERE ZEWEEZFRE: (M, d) — (M,d) 2ER
AR - RIFERE ¢ 2 0 BIREEEM o

2HA 1 Bt - FFIREREERE d M @ BIEERFER - BFRH1d : (M, d) — (M, d) BEIARELE
SYERER - BAREREAERM | IFIZRASE A C (M, d) @ IRIBREK - &fI1S2

IdY(A)=AC (M,d)

ERERLSE - EIt - 1d 2EHERY - BL0HE - RABEEFEA 14 BEED o
BR - BABRREFREI : (M,d) —» (M, d) SEBMKEER - RigMhaERN - ERIFE
AC (M,d)TE (M,d) PHE2ERSE - BR2ZIFA - ERFEMERRESEERNES - O

T 2.5.24
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Chapter 2 Topology on metric spaces and normed spaces

exist b > a > 0 such that

a N1(z) < No(x) < bNy(z), Ve eV.

+ Given a space M and two distances d; and dz on M. They are said to be equivalent if there exist
b > a > 0 such that

adi(z,y) < do(z,y) < bdi(z,y), Va,y € M.

Example 2.5.25:In R", the norms ||- 5, and ||-||, are equivalent. In fact, we have

1>

17l < llzlly < llzlly < Vollzly, Vo eR™

Remark 2.5.26:
(1) Two equivalent norms induce two distances that are also equivalent.

(2) Two equivalent distances define two metric spaces that are topologically equivalent. This can be seen
using inclusion relations between balls defined by different distances Example 2.5.20 (1).

(3) Later in Theorem 3.2.22, we will see that on a finite dimensional vector space, all the norms are equiv-
alent.

2.5.5 Uniform continuity

Definition 2.5.27 : Let f : (M,d) — (M’,d’) be a function. We say that f is uniformly continuous
(3IEIERE) if for any € > 0, there exists § > 0 such that

Ve, y € M, dz,y) <6 = d(f(z),f(y)) <e. (2.10)

Example 2.5.28 : The function f : Ryg — R,z — % is continuous. It is not uniformly continuous
on (0, 1], but is uniformly continuous on [1, c0).

Remark 2.5.29:

(1) An uniformly continuous function is continuous, but the inverse does not hold in general, as we just
saw in Example 2.5.28.

(2) In the definition of uniform continuity, the choice of § does not depend on z and y, that is why it is
called uniform. You may compare (2.8) and (2.10) to see the difference.
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- MEEREIZR V URMEEERE V LS N A N, o IRBEE D > o > 0 18
aNi(z) < No(z) <bNy(z), VzeV,
RIFR IR MBI EE B S
- REZTE M URERTE M EHWEERE d 8 do - ARFED > o > 0 F1F
ady(z,y) < do(z,y) < bdi(z,y), Va,ye M,

BB PIER I A B BB 2 0 o

G 2.5.25 1 (ER" B GO, |, MR || BEEN - BEL - RS

2]l < llzlly < llzlly < VRlally, Vo eR™

53# 2.5.26 :
(1) MIESEEEFRS | EHRAVERD R EHEN -

(2) MEFEERES IS HRNBEZFARHRRESFEN  ErTLAREEA 2520 (1) PAREREER LR
BB R B SRARAAE LK -

3) WREEE 32229 HMEEIEEREENHEZEME L - RERHEMBEFEN -

SBH/E G9EEN

EFE2527 1 ©f:(Md) — (M,d)BRE - MRENRER >0 FE 0> 0fF15
Ve,y e M, d(z,y) < = d(f(z), f(y) <e, (2.10)

BIFRMIER f BYIFHE (uniformly continuous) BY °

gl 2.5.28 1 KB [ : Roo — R,z — 2 ZEER - t17E (0,1) ERZHIEEN » B [1, )
ERHTERR -

5% 2529

(1) BB E R 2 EERY - B—AKER - B ARG AL - NRFKXFITEEEH 2.5.28 FAEER
By o

(2 EHTEBEHERT » 6 REBEARBURN « Ky > FIAA EWBIEEY - AIUELEE (2.8) &
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(3) Uniform continuity is not a topological notion, in the sense that it cannot be defined only using the
open sets. See Exercise 2.41.

(4) Given a uniformly continuous function f : (Mj,d;) — (Ma,dsy) and distances d} and df such that
d; and d] are equivalent, ds and d;, are equivalent. Then, it is not hard to see that the function f :
(M, d}) — (Mas,d,) is also uniformly continuous.

Definition 2.5.30 :Let f : (M,d) — (M’,d’) be a function. Given K > 0. We say that f is
K-Lipschitz continuous if

d(f(x),f(y) < Kd(z,y), Va,yeM.

We also say that f is Lipschitz continuous if there exists K > 0 such that f is K-Lipschitz continuous.

Corollary 2.5.31 : Any Lipschitz continuous function is also uniformly continuous.

Proof : It is a direct consequence by taking 6 = ¢/K in (2.10) if the function f : (M,d) — (M,d’) is
K -Lipschitz. (]

Definition 2.5.32: Given a space M and two distances d and d’ on M. They are said to be uniformly
equivalent (35)F(B) if the identity map Id : (M,d) — (M,d’) and its inverse are uniformly
continuous.

Remark 2.5.33 : Two equivalent distances are uniformly equivalent, and two uniformly equivalent distances
are topologically equivalent.

2.6 Product of metric spaces

Given n metric spaces (My,dy),...,(Mp,d,). We define the product space M = M; x --- x M, and
want to equip it with a distance. There are several ways to achieve this using the distances dy, . .., d,. The
canonical way is as follows.

Definition 2.6.1: We may equip the product space M with the product distance d defined as follows,

d(x,y) = max d;(z;,y;), (2.11)

1<isn

forx = (z1,...,20),y = (Y1,---,yn) € M.

Last modified: 13:42 on Wednesday 23" October, 2024

$-E HEERHHMEEERE

(2.10) PHVENH - BEBHERER o

3) MO EEFRERERS  EERMEEREBRAEREN - AAUBEZE 241 ©

(4) MEEIENEIERE [ (M1, d1) — (Mo, do) ARIERE M dy 5 d B d, FE - B, B ad, F
18 - BERHEHIK » KB f: (M, d)) — (Mo, dy) BEITEEN -

E&E 2530 1 S f: (M, d) — (M,d)BRE 8T K > 0° f1R
d(f(x), f(y) < Kd(z,y), Vo,ye M,

AIFRMIER f 218 K-Lipschitz BERE - SNRTFE K > 0 E1F [ 218 K-Lipschitz EERE - Al
HER f = Lipschitz HEHHY o

RIE 2531 © {7 Lipschitz BB R B ET 5 HERY -

$8ER : A0 f: (M, d) — (M, d") B8 K-Lipschitz FKEX » BI7E (2.10) 1 » FFIRTUEN 6 = /K ©
O

EFE2532 : MREEB M BEMEECEE M LHESH M - MRIEFRE I : (M, d) —
(M, d") Mt R KEEB R EEN - BIFKMERENEERHZIIFHE (uniformly equivalent)
B o

5% 2,533 | MEFEEHRIHIFEN  MENIFEERSHESEN -

87 Hh MHEEZERRISRIR
EE &R - HFIGEBIERH d1,.. ., d, KEE - MEABRSAELARILGERFIZERBRN - RIFH
BY75EIE ©

EFK2.6.1 @ BRAIUERZER M LFEER - ERMOT -

d(z,y) = max d;i(zi, yi), (2.11)

1<isn

Eq:ll‘:(xl,...,l'n),y:(ylv"‘7yn)GMO
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Remark 2.6.2 : The open ball centered at x = (z1, ..., z,) with radius r under the distance (2.11) is given

by
Bi(z,r) = Bg,(x1,7) X -+ X By, (xn, 7).

Remark 2.6.3 : We may also define other distances on the product space M. Let
n n
Di(z,y) =Y di(xi,y;) and  Da(z,y) = | di(wi, 4:)?,
i=1 i=1
which are also distances on M. They are equivalent to the product distance d defined in (2.11), because

d(z,y) < Da(z,y) < Di(z,y) < nd(z,y), Vz,ye€E.

Therefore, it does not really matter which of these three distances we choose on the product space M.

Definition 2.6.4 : For 1 < ¢ < n, we may define the projection on the i-th coordinate of the product
space M,
PI’OjiZ M:M1><"-><Mn — M,L
x=(T1,...,2p) =X

Proposition 2.6.5 : The projection Proj; is continuous and open (Definition 2.5.14) for all1 < ¢ < n.

$-E HEERHHMEEERE

% 2.6.2 : HEBEE (2.11) ERHEE > POE 2 = (21,...,3,) BFER r BUBIKEIE :

Bi(z,r) = Bg,(x1,7) X - -+ X Bg, (xn, 7).

s 263 @ EEZTME M £ BT REthEERE :

Dy(z,y) => di(zi,yi) B Da(z,y) = | > di(zi, )2
=1 i=1
MFERERT (2.11) PHEEERE « FE - IAEME
d(ﬂ;’,y) gDQ(Can) <D1($,y) énd(x,y), VCE»?JGE

Kt > FRZEE M L FERFIGE = EEREEE—E - #ESEE -

EE264  HN1<i<n RFIFTLIERERER M £ - 75  BEE LRSS HE

Proj,: M =M x---xM, — M,

x=(x1,...,2p) =T,

iRl 2.6.5 © HIFTE 1 <i <n - RERH Proj, SEEENFRE (€& 25.14) ©

Proof : Fix1 <7 < n.

« First, let us check that Proj, is continuous. Following Remark 2.5.12, we only need to check the
preimage of an open ball under Proj;, is open. Let y € M; and € > 0. It is not hard to check that

Proj; ' (B, (y,€)) = My X -+ X Mi—1 X By, (y,€) X Miy1 X -+ X My,
The r.h.s. is clearly an open set.

« Then, let us check that Proj, is an open map. Given an open set A C M and y € Proj,(A). Then,
there exists z € A with x; = y. Since A is open, there exists » > 0 such that B;(z,r) C A.
We know that the open ball in the product space can be written as the product of open balls
(Remark 2.6.2), we deduce that Proj,(Bg4(z, 1)) = Bg,(x;,r). Therefore, y = x; = Proj;(z) €

By, (z,7) = Proj;(Ba(z,r)) C Proj,(A), implying that y is an interior point of Proj,(A). -
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- B BFIRIEE Proj, 2B o WEETAE 2.5.12 FFIRDE - RPIRFTERERIRTE Proj;
Z FTHREHMERRERR - 5y € M; MUKk £ > 0 - HFIFREIRE

Proj; (B (y,€)) = My x -+ x Mi_1 x Bag,(y,€) X My % -+ x My,
EHEFBEAZERE -

- EE BRMIREE Proj, SERRE - GERAE A C M UK y € Proj,(A4) ° BEFTE
reA B x =y° AR ARHE » FEr > 015 By(z,r) C A BRFIFERZERF
RIFAER AT AR AR BEERRIRIR (FEf# 2.6.2) -+ FRPIBLLIHETS Proj,(Ba(x,r)) = Bq,(xi,7) ° B
My = x; = Proj;(z) € Bg,(xi,r) = Proj;(Ba(z,7)) C Proj;(A) » EBIFKIEE] y 218 Proj,(A)
IR o O
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Chapter 2 Topology on metric spaces and normed spaces

Proposition 2.6.6 : Let (M’,d’) be a metric space,a € M', and f : M' — M be a function. Then, f is
continuous at a if and only if f; := Proj, o f is continuous at a forall1 < i < n.

Proof : If f is continuous at a, it is not hard to see that f; is continuous at a for all 1 < ¢ < n by
composition (Proposition 2.5.4). Conversely, suppose that f is a function such that f; is continuous at
aforall 1 < i < n,we are goinig to show that f is also continuous at a. Let e > 0. Foreach 1 < ¢ < n,
we can find d; > 0 such that for x € M,

d(xz,a) <6 = di(fi(z), fi(a)) <e.

Since the product space M = M; x - x M, is equipped with the metric defined in (2.11), by letting
0 = minj<i<p d;, for v € M, we have,

d(xz,a) <d = d(f(x),f(a)) = max d;(fi(z), fi(a)) < e.

1<i<n

This shows the continuity of f at a. O

Figure 2.1: This diagram illustrates the relation between the function f : M’ —
M, the projection Proj; : M — M;, and thir composition.

Proposition 2.6.7: Let (M',d’) be a metric space, f : M — M’ be a function, anda = (aq, . ..,a,) €
M. For1 < ¢ < n, let us define the partial function

fir M, — M
x = f(a17"'7ai—laxvai+17'"aan)-

If f is continuous at a, then f is continuous at a; forall 1 < i < n.

Remark 2.6.8 : Note that the converse of Proposition 2.6.7 does not hold. For example, let f : R? — R be
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Chapter 2 Topology on metric spaces and normed spaces

defined by

J@y) =y Yoy €RA{(0,0))

Take a = (0,0), then f! = 0 and f? = 0 are continuous functions, but

z? 1 1
f(@,x) = 2122 2 — 5 when z — 0.
Proof : For x € M;, let us write aii) = (a1, .., 0i—1,%,Qj41,...,0y). f di(x,a;) < 0, then it is clear
that d(ag), a) < 0. Hence, if x € By, (a;,0), then at € By(a,d). This tells us that the continuity of f
at a implies the continuity of f? at a;. O

2.7 Connectedness and arcwise connectedness
We are given a metric space (M, d), and we are going to study its connectedness properties below.

2.7.1 Connected spaces

Let us start with the definition of connected spaces.

Definition 2.7.1 (and properties) : We say that (M, d) is connected (3Z38) if one of the three following
equivalent properties are satisfied.

(a) There is no partition of M into two disjoint nonempty open sets.
(b) There is no partition of M into two disjoint nonempty closed sets.
(c) The only subsets of M that are open and closed are & and M.

Otherwise, we say that (M, d) is disconnected (A3&if) . Similarly, in a metric space (M, d), a subset
A C M is said to be connected if the induced metric space (A, d) is connected.

Remark 2.7.2 : To check the property (a), one may assume that there exist open sets A, B C M with
ANB=@and AU B = M, and show that either A = @ or B = @.

Last modified: 13:42 on Wednesday 23" October, 2024

$-E HEERHHMEEERE

s 2.6.8 @ HFUEEER > 08 2.6.7 FIEWBEAENIL - ZFITUERE [ : R? - R EHM
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Ty
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Chapter 2 Topology on metric spaces and normed spaces

Proof : We are going to show that (a) = (b) = (c) = (a).

« (a) = (b). Suppose that there exist two closed sets A; and Ay such that M = A; U Ay and
A1 N Ay = @. Then, By = M\A; and By = M\ Ay are open sets. Moreoever, they satisfy
M = B1 U Bs and B; N By = @. By (a), we know that either B; = @ or By = &, and it follows
that Ay = G or A; = @.

« (b) = (c). Let A C M be open and closed. Then, B := M\ A is also open and closed. Moreover,
we have M = AU B and A N B = &. Then, the assumption (b) implies that either A = & or
B = @, or equivalently, A = @ or M.

« (c) = (a). Let A1 and A5 be two disjoint open sets such that M = A; U As. Then, A; can be

rewritten as A; = M\ Ag, so it is also a closed set. By (c), we know that A; = & or M. -

Remark 2.7.3 : The notion of connectedness is a topological notion, that is, it only depends on the notion
of open sets (in the metric space), without the knowledge on the exact distance we are considering.

Example 2.7.4 :

(1) The metric space R* = R\{0}, induced by the Euclidean metric (R, | - |), is not connected.
Actually, we have R+ = (—00,0) U (0, 00) which is a disjoint union of open sets.

(2) In any nonempty metric space, a singleton set {x} is connected for every z € M.
(3) Intervals of R are connected. We will prove this in Proposition 2.7.17.

(4) The set QQ of rational numbers is disconnected.

2.7.2 Properties of connected spaces

Proposition 2.7.5: Let f : (M,d) — (M',d’) be a continuous function. Suppose that M is connected.
Then, f(M) is also connected.

Proof : Let A be an open and closed subset of f(M). Thus, there exists an open subset B; C M’ and
a closed subset By C M’ such that

A=BiNf(M)= BN f(M).

It follows from above that f ~1(A) = f~1(B1) = f~!(By), and the continuity of f implies that f ~!(A)
is open and closed in M. Since M is connected, we know that f~1(A) = @ or M, thatis A = @ or
f(M). O
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BB = M\AUFI B — M\, BREE - 15 BISRERE M - By U By B
BiNBy=0 1B (@) BMEB =0 H B =0 UARBR Av =0 4, =0

b= °PACMBEAHEREASE -HBE B = M\ALBRAKARERESE - It
N BMAEE M =AUBLUK ANB = @ 58K —K » {REZ b0) HFATUEFR A=0
HB=0o WHMERA=0TH M-

c00=>@ DA MA ZMBEBERRAE  F18 M = 41U Ay o BBEE A, AJIULEE A, =
M\ Ay » BTt & 2ERE - B (¢) » HMFE Ay = H M - 0

g 273 | EEMNSIRERERESS  AAMRECAR (REZEMFR) RENEIEmE @
WAFENER YR EREHE -

g 2.7.4 :

(1) EHERECEREEZER (R, |- |) 3IEHIRAE R* — R\{0} FHUBREEZS R EmeY » RARIE
BUBTE M FEBIEEIBIEE © R — (o0, 0) U (0, 00) °

(2) FEEMIFEMEZREF » HREM 2 € M - BRES {2} 2EERY
(3) 7 R AR ZEER - HFIGTENE 2.7.17 FHREHES -
(4) BFFEBEFIBRINES Q BIBEERT

S ERBZEFEEE

@275 1 B 1 (Md) - (M, d) BEERY - B8 M 2B o PE (M) LB
B9 o

A D AR (M) FAREREEEMAENFES - BESEREFERSE B C M UKREAE
By C M' f&15

A=DB ﬂf(M) = Bgﬂf(M)
HEXEMATUBER F~1(A) = f7U(B1) = By » TEER f BEEY » BHMOIFE f1(A)
£ M PAEKSERELZHAE - B M =B > HFAEHA f1(4) = o5 M EHRER
A= o5 f(M) 0
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Chapter 2 Topology on metric spaces and normed spaces

Let us consider a discrete space with only two points D = {0, 1} equipped with the discrete distance o.
Then, the metric space (D, 0) is disconnected because D = {0} U {1} which is a disjoint union of closed
(also open) sets. This discrete metric space will be useful for the characterization of connectedness.

Corollary 2.7.6 : Let (M, d) be a metric space. Then, M is connected if and only if every continuous
function f : M — D is constant.

Proof : First, let us assume that M is connected. Given a continuous function f : M — D, by
Proposition 2.7.5, we know that the f(M) is connected in D. Since D is disconnected, the image
f(M) cannot be the whole space, so f(M) = {0} or {1}, that is, f is constant.

Suppose that every continuous function f : M — D is constant, and we want to show that M is
connected. By contradiction, suppose that M is disconnected. Then, we can find two disjoint nonempty
open subsets A and B such that M = AU B. Define f : M — D as follows,

if A
ﬂmz{o re

1 ifz e B.

The function f is clearly continuous because {0} and {1} are open sets in D, and their preimages
f71({0}) = Aand f~1({1}) = B are also open. However, f is not a constant function. O

Corollary 2.7.7 : Let (M, d) be a metric space, and A C M be a connected subset. Let S be a subset
satisfying A C S C A. Then, S is also connected.

Proof: Let f : S — D = {0, 1} be a continuous function. Its restriction f|4 on A is also continuous,
thus constant, since A is connected. Assume for instance that f|4 = 0. Let € S. By the continuity
of f, there exists € > 0 such that

yeBx,e)NS = 0d(fy), f(z)) <

This means that f(y) = f(x) fory € B(z,£)NS. Additionally, since S C A, we have B(z,e)NA # &.
We may choose 2’ € B(x,¢) N A, then f(z') = 0, giving f(y) = 0 fory € B(z,e) N S. Therefore,
f =0, so the result follows from Proposition 2.7.5. O

N |—

Proposition 2.7.8 : Let (M, d) be a metric space and (C;);c1 be a family of connected subsets of M.
Suppose that there exists ig € I such that

CinGCy, #9, Viel.

Then, C = U;c;C; is connected.
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Proof : Let f : C' = U;e;C; — D = {0, 1} be a continuous function. For every ¢ € I, since Cj is
connected, f|ci is constant. In particular, we may assume that f\CiO =0. Letz € Candi € I such
that z € C;. Since C; N C;, # &, we may find 29 € C; N Cj,. Due to the fact that f|¢, is constant, it
follows that f(z) = f(z¢) = 0. Therefore, f is constant on C, and we conclude by Corollary 2.7.6. OJ

Remark 2.7.9 : In particular, if (C;);cs is a family of connected subsets such that N;c;C; # &, then C' =
U;erC; is also connected.

Question 2.7.10: Let (C;);cr be a countable family of connected subsets, i.e, I = {1,...,p} for somep > 1
or I = N. Suppose that for every i € 1,7 # 1, we have C;_1 N C; # @. Show that C' = U,;¢;C; is connected
by rewriting the proof of Proposition 2.7.8.

Proposition 2.7.11: Given a sequence of metric spaces (M1,d1), . .., (My, d,) and consider the product
metric space (M, d) given by M = Mj X --- x M,, and the product distance defined in Eq. (2.11). Then,
(M, d) is connected if and only if (M;, d;) is connected for all1 < i < n.

Proof : First, let us assume that M is connected. Fixi € {1,...,n}andlet f : M; — D ={0,1} bea
continuous function. Since the projection Proj, : M — M; is continuous, the composition f o Proj; :
M — D is also continuous. From the connectedness of M, we deduce that f o Proj; is constant. Since
Proj,(M) = M,, it follows that f is also constant, that is M; is connected.

Let us assume that (M;, d;) is connected for 1 < ¢ < n. Consider a continuous function f : M — D.
Letz = (x1,...,2n),y = (Y1,---,Yn) € M. We want to show that f(x) = f(y). First, it follows from
Proposition 2.6.7 that the following map is continuous,

flte My — D
21 f(zl,l‘g,...,l'n).
The connectedness of M implies that f! is constant, that is f(x1,2,...,2,) = f(y1,22,...,Tp).
Then, we may look at the partial function at each of the following coordinates to conclude that

f(zi,...,xn) = f(y1,...,yn). Hence, the continuous function f is constant, and M is connected
by Corollary 2.7.6. O

2.7.3 Connected components

Let (M, d) be a metric space. In this subsection, we are going to study the connected components of M,
whose precise definition will be given below. Intuitively speaking, we want to decompose M into disjoint
pieces of connected subspaces, and to achieve this, we will define an equivalence relation on M.
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Chapter 2 Topology on metric spaces and normed spaces

Definition 2.7.12 : We define the following binary relation R on (M, d),

*Ry < there exists a connected subset C' C M such that x,y € C. (2.12)

Proposition 2.7.13 : The binary relation R defined in Eq. (2.12) is an equivalence relation.

Proof : It is straightforward to check.
« (Reflexivity) For every z € M, we have xRz since {x} is connected.
 (Symmetry) If z, y are such that Ry, then it follows from Eq. (2.12) that yRz.

o (Transitivity) Let x,y,z € M such that 2Ry and yRz. This means that there exist two con-
nected subsets C' and C’ such that z,y € C' and y,z € C’. Since C N C’ # &, it follows from

Proposition 2.7.8 that C'U C” is also connected. We have z,z € C U, so 2R z. .

Remark 2.7.14 : Proposition 2.7.13 allows us to define equivalence classes M /R. For each z € M, let us
denote by [z] its equivalence class. It is not hard to see that [z] is given by the union of all the connected
subsets containing x, which is again connected by Proposition 2.7.8. The subset [z] is called a connected
component (EBITH) of M. The connected components of M form a partition of M, that is a collection
of disjoint subsets whose union is M. And we can see that M is connected if and only if it has only one
connected component.

Corollary 2.7.15 : The connected components of a metric space (M, d) are closed subsets. Moreover, if
M only has finitely many connected components, then they are also open subsets.

Proof : Let z € M and consider its connected component [z]. Since [z] C [z], it follows from
Corollary 2.7.7 that [z] is also connected. We see that [z] also contains z, so [z] = [z], that is [x]
is a closed subset.

Suppose that M has only finitely many connected components, that is,

N
M=Jw], N=>1la,...,ay€M.
i=1
Then, for any 1 < i < N, we have
= M\ U
1<G<N
JF
which is open, being the complement of a finite union of closed sets. (]
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Remark 2.7.16 : We give an example below of a subspace of (R, | - |) which has one connected component
that is not an open subset. Let

C=(UCu)u{o}, Cp=l272"t 27,

n=>1

We first note that, all the C,,’s and {0} are connected components of C. It is also not hard to see that for
each n > 1, the subset (), is open and closed (in C') at the same time, because

C, =271 27" nC

= (r-27271 71272 O, for somer € (3,1).

N[

However, {0} is a closed subset but not an open subset. To see this, suppose that it is open, that is we may
find € > 0 such that B(0,e) N C' = {0}. But for any € > 0, the intersection B(0, ) N C contains not only 0
but also the subsets C,,’s for sufficiently large n (as long as n > 3 log,(1/¢)).

2.7.4 Open sets and connected components in R

We are going to look at the metric space (R, | - |). Let us recall that I C R is an interval if for any a, b € I,
then

x € (a,b) = zel. (2.13)
There are four types of them,
((I,b), —OO<a<b<+oo,
[a,b), —o0o<a<b< +oo,
(a,b], —oo<a<b<+oo,
[a,b], —oo<a<b<4oo

We note that the last type of intervals are also called segments.

Proposition 2.7.17 : A subset I of R is connected if and only if it is an interval of R.

Proof : Let us assume that I C R is connected. By contradiction, if I is not an interval, it means that
we may find a,b € [ and x € (a,b) with x ¢ I. In this case, we have I C (—o0,x) U (x,400), so [ is
not connected.

For the converse, given an interval I C R, we want to show that it is connected. If I is a singleton,
it is clear. Let I = (a,b) with —co < a < b < +00 and a continuous function f : I — D = {0, 1}.
Suppose that f is not constant, that is there exists z,y € I such that

a<z<y<b and f(z)# f(y),
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Chapter 2 Topology on metric spaces and normed spaces

and, without loss of generality, we may assume f(z) = 0 and f(y) = 1. Consider the set
I'={z€1l:z>uzsuchthat f(t) =0forallt € [z, 2]}

The set I' is nonempty because x € I'. Moreover, I' is bounded from above by y. Let ¢ = supI' < y.
By the continuity of f, we have f(c¢) = 0. Additionally, the continuity of f at ¢ implies that

Je € (0,b—y),Vt € [c,e+e], (1), f(c) < 4.

This means that f(t) = 0fort € [¢,c+¢] C (a,b) = I, so c+¢ € I'. This contradicts the fact that c is
the supremum of I". Therefore, f needs to be constant, and I is connected.

For a general interval I which is not a singleton, nor an open interval, we may write J = int(1) so
that J C I C cl(J). Since J is of the form (a, b) with —co < a < b < +00, which has been discussed
above, we know that .J is connected. Then, it follows from Corollary 2.7.7 that I is also connected. [

The following theorem is the first application of Proposition 2.7.17.

Theorem 2.7.18 (Intermediate value theorem) : Let I be an interval of R and f : I — R be a
continuous function. Then, f(I) is also an interval.

Proof : Proposition 2.7.17 tells us that I is connected, then by applying Proposition 2.7.5, we also
know that f(I) is connected. Then, again by Proposition 2.7.17, we deduce that f(I) is an interval. (J

Remark 2.7.19 : Another way to interprete or apply the above theorem is as follows. If f(a) < f(b) with
a < b, then for any v € [f(a), f(b)], we can find ¢ € [a, b] such that f(c) = .

Another application of Proposition 2.7.17 is the following description on the structure of the open sets in
R. Below, let us fix a nonempty open subset A C R.

Definition 2.7.20 : Let I be an open interval. We say that I is a component interval of A if
« I C A, and

« there is no open interval J # [ with [ C J C A.

Theorem 2.7.21 (Representation theorem for open sets in R) : The subset A is the union of a countable
collection of disjoint component intervals of A.
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Chapter 2 Topology on metric spaces and normed spaces

Proof : It follows from Remark 2.7.14 that we may write down the connected components of A as
A/R ={[zj] : j € J}, (2.14)

where J is some index set, and [mj} denotes the equivalent class of R, or connected component of A,
represented by some x; € A. From Proposition 2.7.17, we know that each of [z;] is an interval of R.
We need to check that these intervals are component intervals in the sense of Definition 2.7.20.

Fix j € J, let us denote I; = [z;], a; = inf I;, and b; = sup I}, so that (a;,b;) C I;. First, we want
to show that ; is an open interval, that is I; = (a;, b;). We want to show that a; ¢ I;.

« Ifaj = —oo0, then it is clear that a; ¢ I;.

« Ifa; > —oo with a; € I, then since a; € A, which is an open set, we may find ¢ > 0 such that
I]’~ = (aj —e,aj+¢) C A. Since Ij’- and I; are both connected, and ; N IJ‘ + @, it follows from
Proposition 2.7.8 that ;U1 J’ is still connected. This contradicts the fact that I; is an equivalence
class for the relation R.

Therefore, a; ¢ I;. Similarly, we may also show that b; ¢ I, thatis I; = (a;, b;).

To show that /; is maximal in the sense that, there is no open interval K such that I; C K C A, we
use again the fact that R is an equivalence relation.

To conclude, it remains to show that .J is countable. The set Q of rationals is countable and can be
enumerated Q = {q1, g2, . .. }. We may define a function F' : J — N as follows,

F(j) =min{n > 1: ¢, € [z;]}, Ve J

The fact that F' is an injection follows directly from the partition structure given by the equivalence
relation. This allows us to conclude that (2.14) is a countable collection of component intervals. ([

2.7.5 Arcwise connectedness

Let us fix a metric space (M, d).

Definition 2.7.22:Let~ : [0,1] — (M, d) be a continuous function with a = v(0) and b = ~(1).
« We say that 7 is a path from a to b.
« If a # b, the image ([0, 1]) is called an arc joining @ and b.

« Suppose that (M, d) is a normed space, in the sense of Example 2.1.4. If v writes as y(t) =
tb+ (1 —t)a with value in M for all t € [0, 1], then we say that ([0, 1]) is a line segment joining
a and b, denoted by [a, b].

$-E HEERHHMEEERE

B EIAR 2714+ RPAIERMALUE A HEETABE
AJR = {[aj): j € T}, (2.14)

Hep J RETEES » (1] CHIR R F z; IARHNFEES - ‘&E‘IZE ABEETTH - EiBey
w8 2.7.17 » FFIRIARHEE ;) B2 R NEM - HFIFEEREELEEREE A NERBTH
(B 27.20) o
B jeJ > B [ = [z;] ~ aj =inf [; AR b; = sup [; » FTAEHE (a;,b;) C 1, - B55 > 58
KRR [ SERSE - URAER [ = (a;,b;) ° HFIEEFH; ¢ 1, ©

« W1 a; = —oco » BUFEMR a; ¢ I; °

cWIRa; > —cBa; € ;) BEBAM a; € A> B A BHE - HPEEKD c > 0 F5
Ifi=(aj—e,aj+e) CA- BRI [; E2EBY - B ;NI # o - fWend 2.7.8 HfI1T
A I U I ERER - AR [; @FERR R PRFESR - IUEMARIFE -

R AFIHREE a; ¢ 1; o HHEM > FFILEESRR Y, ¢ [, » BWRER [; = (a;,0)) ©

#BE > BMER [ RESRANRER  URERFEEREM K FR8 L C K C A B&N
FHaEEMR R HMEEERILLME -

=% BMIRFEERT J BUHMKEE - BIEH Q BHNESETHH - BT :
Q={q1,q,...} c BMITUEERREF:J - NUOTF :

F(j) =min{n > 1: ¢, € [z;]}, VjieJ.

F BEESRE - BRI FERMBRATR LRI DBIAE LK o EEIFIERE (2.14) PHIRERE
1B A B % E85E 8 % PR Pris A B & O

SH/E IEEE

HEMEEMEZMRE (M, d) °

Last modified: 13:42 on Wednesday 23" October, 2024

EE27.22 1 Fy:[0,1] = (M, d) ZEBEREEBE a =v(0) AR b=1~(1) °
- HMER + BER o B b BB o
« 0K a # b FPHEER ([0, 1]) FEIEH o B b BIIN

- RE& (M, d) BEEH 2.1.4 SHEFPHEZEM R  AAURIEA() =th+ (1 —t)a* H
RHREE ¢ € [0,1) EEERE M F - BIFFIR ([0, 1]) BEEH o B) b BISRE - 5TIF
[a,b]

BRIBIB : 20244 10 H 23 H 13:42



Chapter 2 Topology on metric spaces and normed spaces

Definition 2.7.23 : We say that M is arcwise connected (5I\33&) if for any a # b € M, there is an
arc joining a and b.

Theorem 2.7.24 : If M is arcwise connected, then M is also connected.

Proof : Let f : M — D = {0,1} be a continuous function. Let a,b € M and v : [0,1] - M
continuous function such that 7(0) = a and (1) = b. Then, the composition f o : [0,1] —

continuous, so constant, because [0, 1] is connected. This means that f(a) = (fov)(0) = (fov)(1) =
f(b), so f is also constant. Thus, we can conclude that M is connected by Corollary 2.7.6. ]

Example 2.7.25:

(1) In the Euclidean space R”, any convex set A is arcwise connected. The reason is that, for any
x,y € A, the line segment [z, y] is also in A, which is the definition of a convex set.

(2) Let A C R? be defined as follows,
A :={(0,0)} U{(x,sin(1/x)) : = € (0,1]}.

This is a classical example of a space which is connected but not arcwise connected. We will
prove this in Exercise 2.52.

Remark 2.7.26:
(1) The above Theorem 2.7.24 is useful to show the connectedness of a metric space, because the arcwise
connectedness is easier to visualize and to manipulate.
(2) Arcwise connectedness is also a topological notion. The reason is that, to define the notion of arcwise
connectedness in Definition 2.7.23, we make use of continuous functions, which are characterized
entirely by open sets, see Proposition 2.5.11.

(3) The converse of Theorem 2.7.24 does not hold. Example 2.7.25 (2) gives an example of metric space
that is connected but not arcwise connected.

Theorem 2.7.27: Let (V, ||-||) be a normed vector space and A be an open set of V. Then, A is connected
if and only if A is arcwise connected.

Remark 2.7.28 : We note that it is important to assume that A is open. For example, the set A defined in
Example 2.7.25 (2) is a subset in R?, and it is connected without being arcwise connected. Clearly, in this
case, the subset A is not open.
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Proof : If A is arcwise connected, we have already shown in Theorem 2.7.24 that A is connected. Now,
suppose that A is connected. We fix xg € A and let

I' = {z € A : there is a path joining z¢ and z}.
Our goal is to get I' = A by showing that I is open and closed in A at the same time.

« I"isopen. Let x € T. Since x is also in the open set A, there exists > 0 such that B(z,r) C A.
Fix y € B(x,r), y # w0, the line segment [z, y] is also in A. Therefore, if 7y is a path from z to
x, and let 7y, denote the line segment from z to y, then

~(t) = {70(2t)7 t €0, %]7 (2.15)

n@t-1), tels,
gives a path from zg to y.

« Tisclosed. To achieve this, let us be given € I'N A and show that z is also in I'. By the definition
of open set and closure, we can find 7 > 0 such that B(z,r) C A and B(z,7) NI # @. Choose
y € B(x,r)NT, then the line segment [y, x] is contained in A, the same construction as Eq. (2.15)
shows that x also needs to be in I".

O
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